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HepaBHOMepHOe Ha3Ha4YyeHUue K3 OUCKOB

NHorpa B cuny paboTbl BCTPOEHHOIr0 MeXaHn3Ma pacnpeaeneHuns Harpyskm xxypHanbl Ha SSD anckax
B CMCTEMe XpaHeHUs P-XpaHunuLe co3hatoTca He paBHOMepHO nan Boobue He nonagatoT Ha SSD a
HaXo4AT MeCTO Ha TOM-Xe AUCKe.

CuMnTOMDI

[N NpoCcTon NpoBEpKK pacnpenesieHns XXypHanoB N0 AUCKaM He06X0AUMO BbIMOMHUTbL KOMaHAY:
1s -alh /vstorage/*/journal

MpumMep BbIBOAA Ha CHUMKE 3KPaHa HUXe:

vstorage /x/journal
22 Nov 29 21:23 /vstorage/mds/journal

6b71/journal:

3 root root
4 root root
root root
/storage vstorage 4.6K Sep 23

2 root root 4.8K Sep 23 15:2
5 root root 4.8K Sep 23 15:2

c1c83db/journal s

2 root root 4.0K Sep 23 15:2
5 root root 4.0K Sep 23 15:2

rage/b2a4768b/journal:

2 root root 4.0K Sep 23 15:2
5 root root 4.0K Sep 23 15:2

/d33dcds6/journal :

2 root root 4.8K Sep 23 15:2
5 root root 4.8K Sep 23 15:2

efbogad/journal :

4 root root
4 root root
1 root root
root

vstorage 4.0K Sep 23

orage 4.0K Sep 23

[ Follow terminal folder

Takxxe Ha aucke MoryT BbiTb 0BHapy>KeHbl “MepTBble” CCbIIKM Ha YaHK CEPBEPbLI KOTOPbIE YXXe
yZaneHbl, NpMep Takoro cepBepa Ha CHUMKE HUXeE:
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(4l
Terminal  Sessions View Xsever Tools Settings Macros Help

A ] v W w O B=E 8 ?

Session  Servers  Tools  Sessions  View spiit  MultExec Tunneling Packages Settings Help X server
A []2 mchus@rirtoz:~ X )/ [7]3. mchus@virt03:~ * 1 []4. mchus@irt0d:~

o/ [mchus@rvirtes ~1§ s -alh /vstorage /+/journal
@m B &R 1 vstorage wstorage 22 Dec 1 18:21 /vstorage/mds/journal
thome/mchus/ v
/vstorage/0317788e/journal :
v teme total 8.0K
drwxr-xr-x 2 root root 4.0K Sep 30 12:03
cache drwxr-xr-x 5 root root 4.0K Sep 30 12:03 ..
config
bash Iogout /vstorage/66e67b7e/journal :
o total 8.0K
drwxr-xr-x 2 root root 4.0K Sep 30 12:03
drwxr-xr-x 5 root root 4.0K Sep 30 12:03 ..

.bash_profile
bashrc

/vstorage/1017c8d1/journal:

total 12K

drwxr-xr-x 3 root root 4.0K Sep

drwxr-xr-x 4 root root 4.0K Sep .
root root Sep :04 journal-cs-1045
vstorage wstorage 4.6K Sep journal-cs -d6642

/vstorage/3437447c/journal ;

total 12K

drwxr-xr-x 3 root root 4.0K Sep

drwxr-xr-x 4 root root 4.0K Sep 3 .

lrwxrwxrwx 1 root root sep :04 journal-cs-1046 — j
vstorage vstorage 4.0K Sep :04 journal-cs b121

/vstorage/3dd6casc/journal:

total 8.0K

drwxr-xr-x 2 root root 4.6K Sep 306 12:33
drwxr-xr-x 5 root root 4.6K Sep 30 12:33 .

/vstorage/4fe7al6f/journal =
total 16K
drwxr-xr-x 4 root root 0K Sep
drwxr-xr-x 4 root root .BK Sep 183 ..

Lrwxrwxrwx 1 root root Sep :03 journal-cs-1044 — [EEIEGEEESEEECEEE S EbCO SR EEes
Lrwxrwxrwx 1 root root Sep :33 journal-cs-1047 — J

lrwxrwxrwx 1 root root sep 133 journal-cs-1048 — J

druwx-- 3 vstorage vstorage 4.0K Sep jo

druwx-- 3 vstorage vstorage 4.0K Sep
/vstorage/52a6eb62/journal:

total 8.6K

drwxr-xr-x 2 root reot 4.0K Sep 30 12:33
drwxr-xr-x 5 root reot 4.0K Sep 30 12:33 .

O Follow terminal folder | Freit 20 X 207}

Tvn oucka npotLle BCero onpeaennTh no ero o06bemy KomaHaomn

MpumMep BbIBOAA Ha CHUMKE 3KPaHa HUXe:
[ql

Terminal Sessions View Xsever Tools Settings Macros Help

ot N = N
B % Y % O = = @ ? )
Session  Servers  Took  Sessons  View  Spit  MultExec Tumneling Packages Settngs  Help X server

n [ ]2 mchus@rvirtoz:~ A Y

=g/ [mchus@rvirto2 ~14$ df -h
Om B B 0, Used Avatil Use% Mounted on
ihome/mehusi devtmpfs 63G 0 636 0%
tmpfs 63G 24K 636
tmpfs 636 67/M 636
tmpfs 636G e 636 /sys/fs/cgroup
.cache Jdev/mapper/r—virtualization_rvirte2-root 54G 176 356 7
config /dev/sdal 976M 148M 762M % /boot
bash_history tmpfs . . 636 4.0K 636 1% /tmp
/dew/mapper/r—virtualization_rvirte2-vz 134G 2.96 125G AL
/dew/sdbl 220G 182G 396G % /vstorage/defbgsad
/dev/sda2 200M 15M 186M /boot/efi
-bashre /dev/sdc1 2206 1836 386 /vstorage/6bad6b71
/dev/sdd1 2206 1836 386 /vstorage/Obedeeds
/dev/sdel 1.1T 2736 8286 /vstorage/71c62bd7
/dev/sdh1 1.1T 2716 8316 /vstorage/acica3db
Jdev/sdf1 1.1T 288G 8226 /vstorage/d33dcdse
sdev/sdgl 1.1T 2646 8376 /vstorage/b2a4768b
/dev/ploop52832p1 9.86 68M 9.26 /vz/pfeache
vstorage: //troika 13T 3.2T 9.8T /mnt/vstorage
tmpfs 13G 0 136 /run/user/1800
[mchus@rvirtez ~15 [l

¥ Name

bash_logout
bash_profile

[ Follow terminal folder

B naHHOM Clly4ae pacnosioXKeHVE XXypHasIoB CieaytoLlee:

e Ha aucke /dev/sdbl pacnonoxxeHbl ABa XXypHana ans 4aHk cepsmncos Nel025 1 Ne1026;
e Ha ancke /dev/sdd1 pacnonoXeH XXypHan ans YaHk cepsuca 1027;
e Ha Oucke /dev/sdcl pacnofnioXeH XypHan onsa 4aHk cepsuca 1028;

Takoe pacnpepnesieHne SBNAETCA HOPMaJibHbIM, TaK Kak CepBep OCHaLleH TpeMs K3LWMpPYoLWnMu
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ONCKaMW N HETbIPbMA OANCKaMW ONA XpPaHEHUA.

MpoBepnTb COOTBETCTBME YaHK CEPBEPOB (PUNYECKUM AMNCKaM HEODXOAUMO KOMaHLOW:
vstorage list-services -c “CLUSTER_NAME

lpe:

* %CLUSTER NAME% - nums knactepa P-XpaHunuiue.

NMpPUYKnHBLI

e I3MeHeHne KoHpurypaumm P-XpaHunuiia nocsie Ha3HavYeHnsa K3LW-ANCKOB;

e [lobaBneHne AMCKOB XpaHEHMSA NOCAEe Ha3HAYeHNS KILWI-ANCKOB;

e CNMWKOM ManeHbKoe Koamn4ecTBo SSD ANCKOB Ha CUCTEMY;

e CANLLIKOM MasIeHbKMIA CyMMapHbIn 06beM SSD AnCKoB No oTHoWweHMo K 06bemy HDD AnCKOB;

BoccTtaHOBJIeHUue

BapuaHT C U3MEHEeHMeM pa3Mmepa XypHana

1. PaccymTaTb KOMYECTBO XXYPHANO0B KOTOPbIE AOJKHbI ObITh pa3MelleHbl Ha KaxxaoM SSD agucke
no copmyne %KOJ1-BO CS cepsucos% / %KOJI-BO SSD ona kawmnpoaHma%;
2. PaccymTaTb oNnTMMasibHbIN 06bEM XypHana AN KaXx4oro ¢s cepsuca no gopmyne: %obvem
SSD% * 0.8 / %Kon-8o HDD Ha KaxAablin SSD%;
3. MpoBepUTb CKOJIbKO XXYPHaJIOB PacnosioXXeHo Ha Ka)xaom SSD ancke ¢ ponbto “Kaw” MOXXHO
komaHgon ls -al /vstorage/*/journal.
4. HeobxoamMmo yoannTb BCe CS CEPBUCHI, XKYPHasbl KOTOPbIX OLMOOYHO OKa3aIMCb Ha 3TUX Xe
ANCKax a He Ha SSD;
5. Janee Ha KaxxaoM SSD ancke Heobxo4MMOo 0CTaBUTb KOJIMYECTBO XXYPHAJOB, He
npeBbllLakoLWee pacyeTHoe. 114 3Toro Heo6xoaMmo:
1. Mony4nTb cNMCOK XypHanos SSD ancka komaHgon Ls -1s /vstorage/*/journal;
2. Mony4nTb COOTHOLLEHNE NAeHTU(MKATOPa CS CepBMCa U JIOKAJIbHOrO ANCKa KOMaHLowW
vstorage list-services -c %CLUSTER NAMES;
3. YoanuTb 13 KOHCONM BeO-ynNpaB/ieHNsa CS CEPBUCHI AN 4OCTUXEHMNA HEOOX0ANUMOro
KONIM4YeCTBa XYPHasIoB Ha KaxaoM SSD aucke;
6. O4ncTuTb SSD ANCKKM OT CnedyLmnX HEHYXXHbIX hanfoB:
1. HeMcnosib3yeMble XXYpPHasibl, K KOTOPbIM HET CUMBOJIMYECKUX CCbINOK”;
2. CUMBOJIMYECKME CChIIKM, KOTOPbIE HUKYa He BeayT ;
7. 3MeHUTb pa3Mep XKypHasa BCeX CO34aHHbIX CEPBUCOB CS KOMaHAOMN:

f vstorage CS;

echo f$;

vstorage -c “cluster name* configure-cs -r $f -s “pa3mep XypHana;
sleep 1m;
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8. Ha cBoboaHbix HDD fnckax co3faTb HOBble CS CePBUCHI NO OLHOMY;
9. MNpoBepuTb PaBHOMEPHOCTb pacnpeaeneHuns hanios XXypHana 1 Npu HeobXoaUMoCTK:
1. YoanuTtb €S, XypHan KOTOPOro HasHa4vyeH He Ha ToT SSD;
2. [nsa BbIpaBHUBaAHWA 3aHATOrO0 NPOCTPAHCTBA 3aNyCTUTb CKPUMNT U3MEHeHUs pa3mepa
XYpHana;
10. MNocne foOCTMXEHMA 0ANHAKOBOro KosnyecTsa (hansioB XYpHanoB Ha Bcex SSD anckax npu
BCEX CO34aHHbIX CS CepBMcax Heobxoammo:
1. MpoBepnTb PaBHOMEPHOCTb pacxoda ANCKoBon emkocTu SSD, komaHgon df -h
2. B cnyyae ecnm 3aHATan OMCKOBas eMKOCTb Ha SSD auckax pacnpegeneHa He
PaBHOMEPHO 3anyCTUTb CKPUMNT U3MEHEHUA pa3Mepa XypHasa;

BapuaHT ¢ nepeco3paHueM cpauna xypHana us CLI

1. YoanuTb CTapblil XXypHan CoO3AaHHbIA HE B TOM MeCTe, KOMaHAow:  vstorage -C uMaknacrtepa
configure-cs -r /vstorage/ID4aHkCepsucalAINID anckaSSDcK3LW/journal/umsXKypHana -d*

2. PaccymTaTb pa3mep XypHasna no gopmyne: MNonesHas eMkocTb SSD (372Ib) * 0.8 (80%) =
297Tb / 4(HDD Ha oawuH SSD guck)=74Tb

3. Co3paTb XypHan Bpy4HYlo, KOMaHAoN: vstorage -c uMma knactepa configure-cs -r
/vstorage/ID4aHkCepBuca/cs -a
/vstorage/IDanckaSSDcK3LW/journal/UmadannaxypHanaCyaHkaCepsuca -s 75776,
roe 75776- pa3mep XypHana B Mb.

root
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