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Unraid

Unraid — 3To nnaTHbIn gucTpnbyTne AoMaluHero ainsioBoro cepeepa ¢ obsa3aTenbHON ANs BCEX
NOALEPKKON KOHTENHEpPOB 1 BUpTYyaam3auun. OCHOBHOE OTANYMe 3TOro AMCTpnbyTunBea B
nNponprueTapHON TEXHOIOM MM 3alUNTLI OT BbiIX0A4a U3 CTposa AnckoB (BMecTo RAID). B naHHom OC He
npenycMoTpeHo ncnosb3oaHne RAID nosaTomy Buaumo v 6o BbibpaHo Ha3eaHne unRAID.
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Cnncok BO3MOXKHOCTEWN Ha C/IoBax BbIrNSANT BHyLlaloLLlee:

e MHOroypoBHEBOE XpaHEHME C NOAOEPKKON ABYX YPOBHeN (06 3TOM noapobHee HMXe);
3arpy3ka ¢ USB (370 eAMHCTBEHHbIN BapnaHT 3anycka CUCTEMbI);

BCTPOEHHbIN MarasuH NpuaoXKeHun;

BcTpoeHHas nogaep)xka BUPTYyanbHbIX MawnH 1 Docker gBMXOK;

e BcTpoeHHas nogaepxka WireGuard;

OCHOBHOE XpaHuWuLLe B AaHHOW cMCTeMe npeacTaBaeHo rpynnon, Hazosem eé unRAID rpynna,
MOTOMY YTO MUMEHHO OHa peanunsyeT MUPMEHHbIN PYHKLMOHaN. Hannyne 4aHHOr0 YPOBHA XpaHEHUS
XOTb M MOXHO 0060MTN, HO UMEHHO MO HEMY NINLEH3NPYETCSA NPOAYKT M UMEHHO Ha HEM CO3Jal0TCH
thannosble wapbl. OCHOBHbLIE XapaKTEPUCTUKN:

e 06beamHATbL B 04HY UNRAID rpynny no 30 OUCKOB;
e [logaep»xxkKa ypoBHA 3alUUTbl OT O4HOBPEMEHHOIM0 BbIX04a U3 CTPOS A0 ABYX AUCKOB;
e [lnckn B rpynne MoryT 6biTh Nto6oro obbema n Ntobbix XxapakTepucTuk (ecam 3to HDD).

OC nopoepXxuBaeT crefyowme gononHuTensHble K UNRAID rpynne cnocobbl XpaHeHWs:

e 10 35 nynoB no 30 AUCKOB Ka)XAbll, KOTOpble MOryT BbITb 06beanHeHbl B Stripe nnn Mirror
(cpeactsamu BTRFS);
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* MOAKNOYEHNE BHELIHNX OUCKOB U (hainnoBbIX Lap;
e MarvH ons nogaepxkun ZFS;

JiInueH3unpoBaHue

JInueH3mpyeTcs ToNbKO KonnyecTtBo auckos B UnRAID rpynne. Ha 2022 rog cywecTtsyeT 3 BuAa
JINLLEH3NN:

1. Basic - 6 guckos, $59;
2. Plus - 12 nuckos, $89;
3. Pro - 6e3 orpaHmyeHnin (30 anckos) - $129;

JInueHsns npuobpeTaeTcsa 04HOPA30BO, NOAMUCKN HET, Texnoaaep>xka coobecTsoM. JinueHsns
npusssbiBaeTca K GUID (riew-ancka ¢ KOTOPOro cucTeMa 3arpy»xaeTcs, NoALep)XMBaeTca CMeHa
GUID nuueH3umn npu rubenn gnewwkn. ECTb NpobHbIN Nepros, N BO3MOXHOCTb AOKYMNTb JINLLEH3UNIO
1,0 6osiee BbICOKOr0 YPOBHS 3a pa3HuULY B LiEHe.

MHoroyposHeBoe XxpaHeHue

®YHKLMOHAN MHOTOYPOBHEBOIr0 XpaHeHVs NoAAepPKUBAET UCMOJIb30BaHME BblAENEHHbIX NY/0B AN
YCKOPEHUS onepauuii 3anmucy (noapasyMeBaeTcs, YTo 3To 6yayT ObICTpbIe ANCKU, XOTS HUKTO Bac He
OrpaHn4MBaeT B BbIbOpe) U PUKCaLMK onpefeeHHbIX Nanok B JaHHOM nyJe.

B cncteme paHHbIN hyHKUMOHaN Ha3sbiBaeTcs “Cache Pool” 1 peann3oBaH OH 40OCTAaTO4YHO NPOCTO:

1. HoBble faHHbIe NMULWYTCA Ha SSD gucku;
2. Mo pacnncaHuio 3anyckaeTcs KOMaHaa mover - MoguguumMpoBaHHas BEPCUS rsync KoTopas
npo3payYyHo nepeHocuT gannbl ¢ SSD Ha HDD;

Mover Settings

Maver schedule: Hourly L]
Day of the week: b
Day of the month: ¥
Time of the day: Every hour L]
Maver logging: Disabled v

Click to invoke the Mover

OCHOBHbIe XapaKTepuCcTuKK nyna B Tabauue, B Enterprise-TepMuHax:
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MapameTp 3HauyeHue

YPOBHU XpaHeHUs 2

Tvn K3LW-AMCKOB Jrobon

EMKOCTb K3LW-ANCKOB fobaBnseTca K xpaHuanwy|a

Kon-BO K3LW-ANCKOB Ha LWapy no 30

YpoeeHb RAID K3LW-gMCKOB RAIDO / RAID1

Kak gaHHble nonagatoT B K3LW Mpwn 3anucu B Wwapy
Kakune faHHble MOKMAaT K3LW Mo pacnucaHuio

Cnctema nogaepxusaeTt A0 35 UMEHHbIX MYJI0B, KaXXAblA U3 KOTOPbLIX MOXeT coCcToATb 13 30
ANCKOB. B nyne paboTaeT annosasa cuctema BTRFS n wtaTHO nogaepxmeaeTca nnbo Stripe nnbo
Mirror.

e Balance Status

btrfs filesystem df: Data, RAID1l: total=4.00GiB, used=2.96GiB
System, RAID1l: total=32.00MiB, used=16.00KiB
Metadata, RAID1l: total=1.08GiB, used=12.22MiB
GlobalReserve, single: total=4.02MiB, used=0.08B

btrfs balance status: No balance found on '/mnt/cache’

Current usage ratio: 74.1 % --- No Balance required

| + Perform full balance

Convert to single mode
Convert to raid0 mode

Balance schedule: Disabled Convert to raid1 mode

Ans Kaxxgon Lapbl (Tak TYT Ha3blBalOTCA CUCTEMHbLIE MankKWK, AaXXe eCjin K HAM HET obuwero ,EI,OCTyI'Ia)
noonep>XXmBaeTcAa yCTaHOBKa TpéX pPeEXNMOB pa60Tb| C nysaom:

1. “No” - naHHble 3anucbiBatoTCs cpasy B UNRAID rpynny, mmHysa Cache Pool;

2. “Yes” - naHHble 3anuceiBatoTcs B Cache Pool, no pacnucaHuio Bce AaHHble 3Ton wapbl 3 Cache
Pool konupytoTca B unRAID rpynny;

3. “Prefer”- paHHble 3anucbiBatoTca B Cache Pool, no pacnncaHunioo Bce faHHble 3TOW LWapbl U3
unRAID rpynnbl (ecan oHK TaM ecTb) KonupytoTcsa B Cache Pool, ecnv Tam AoCTaTOYHO MecCTa.
Ecnmn B Cache Pool HegocTaToO4YHO MecTa AaHHble 3anucbiBatoTcs B UnRAID rpynny.

4. “Only” - paHHble 3anuceiBatoTca B Cache Pool n, ecnv Tam HegoOCTaTO4YHO MeCTa - BblgaeTcs
owwmbka.
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Share Settings

Share name: appdata
Comments: Mo
Yes
Use cache pool (for new files/directories):
Cnly |
Select cache pool: Cache v
Enable Copy-on-write: Auto v
Allocation method: Most-free L
Minimum free space: 8GB

CyLecTBYIOT NMJarvHbl-HaICTPOVKK, KOTOPbIE NMO3BONIAOT TOHKO HACTPanBaTh NapaMeTpPbl KOMaH b
MOVEer HO OHW BHOCAT HECTabWIbHOCTL B NpoLecc paboTbl U 1OCTATOYHO TOMOPHO BbIMOJIHEHBI, XOTS
MO3BONSIOT NepeMeLLaTh, HanpuMep TobKO (halsibl CTaplle onpeaeseHHOro Bo3pacTa Win pasMepa.

Pa3MeTKa AMCKOB C ucnosib3osaHmem ZFS

BcTpoeHHas B unraid TEXHOMOMMS 3aLUMThl OT BbIXOAA U3 CTPOS AUCKOB 06/1alaeT He TONbKO
NpeuMyLLecTBOM 06beAUHEHNS JNCKOB NI060 EMKOCTI HO N O4EHb CYLLIECTBEHHLIM HEJOCTATKOM -
3TO HM3Kas NPOVN3BOAUTENILHOCTb M BbICOKMIA PAacXof PecypCcoB cepBepa.

Cpenyn MHOXeCTBa TEXHOI0rMIN U NOAXOA0B NO-HACTOALLEMY KPOCCMIAT(OPMEHHON CXEMOM
obbeanHeHnsa guckos B NAS cuctemax SOHO ypoBHs asnseTtcs ZFS. Mynbl cobpaHHble B TrueNAS,
XigmaNAS, OMV, PVE nan npocTo B Linux Be3ae paboTaloT, UMNOPTMPYIOTCS M NO3BOJSIAIOT MEHATb
ANcTpmbyTus 6€3 HeobXoAUMOCTM MUrpaLMK OaHHbIX.

13 kopobku Unraid He noanepxxneaeT ZFS, HO KOMNaHUs BeAeT pa3paboTKy B JaHHOM HamnpaB/eHWN.
YpoBeHb € KoTopbiM ZFS 6yneT BcTpoeH B Unraid npeameT oTAeNbHbIX AUCKYCCUR.

Ha TekyLwmnin MOMEHT NoJib30BaTeslb MOXET NUCMO0/b30BaTh ZFS Nysibl B CUCTEME, HO C MOMOLLbIO
CTOpoHHero nnaruHa ZFS for unRAID 6. B HeM coaep>xaTcs Bce HeobxoanuMble KOMMOHEHTbI ANS
noagepxkun ansioBont cMctemMbl Ha yposHe agpa OC. Bce agMUHUCTPUPOBaHME NPON3BOANTCS U3
KOMaHAHOWN CTPOKK, a MHTerpaumns co cTopoHbl NAS NOSIHOCTbIO OTCYTCTBYET.
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Uptime 1 day + Unraid 05 Plus
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Media server * box3 | |.,.|"

ToOoLS P >~ B8 Q0

= Array Devices

&
DEVICE DENTIFICATION TEMP. READS WRITES ERRORS Fs size usen FREE vIEW
Disk 1 | ST1008NMOO32-9ZM173_Z1WOXENX - 1 T8 (sdi) 37C 008/ 008/ 0 btrfs 178 67668 93168 =2
@ Pool Devices &®
DEVICE DENTIFICATION TEMP. READS WRITES ERRORS Fs size usen FREE viEw
————— B P300-MTFDDACLOOSAL_000E 6A3 - 100 GB (sdb) 008/ 008/s 0 btrfs 20068 32168 95768 =z
Cache 2 B P3200-MTFDDACLO0SAL_0000000012 668 - 100 GB (s0f) 3sc 008/ 143KB/s 0 Device is part of a pool
Pool of two devices 3sc 008/ 143 K8/s 0
& Boot Device ®
DEVICE DENTIFICATION TEMP. READS WRITES ERRORS Fs size usen FREE vIEW
Flash & STEC_USB_2.0-2GB (sda) 008/ 008/ 0 viat 268 fi2 8 672M8 =2
€5 Unassigned Devices DISKS @) SHARES HIS L ca®
DEVICE IDENTIFICATION TEmP. READS WRITES SETTINGS Fs 1ze useD R 106
Dev 1 & _ ST1000NM0033-9ZM173_Z1WOX2SG (sdj) X [Cmoun agc 0.08/s 0.08/ © 2fs_member 178
v 1 tank X @ 2fs_member 08
& .. ST3000DMO001-1ER166_2502321Y (sdh) % [CHoun 37c 008/s 008/ o zfs_member 38
v 14 tank X © 2fs_member 08
v 2.4 tank % o 2fs_member o8
& _ Hitachi_ HUA722010CLA330_JPWIKON114XAPL (5dg) X [Cmoun asc 008/s 008/ o zfs_member 178
v 14 tank % o« 2fs_member o8
& _ STI000NM0O11_Z1N3XFWP (sad) X Croun ES 008/s 008/ o zfs_member 178
v 14 tank x @ 2fs member os

Mpu paboTe ¢ ZFS cnepyeT NMeTb BBUAY PAA CNEeAYIOWNX OrpaHNYeHNIA:

1. CuctemHbIn yHKUMoHan Docker n KVM paboTaeT TOJIbKO KOra MaccuB 3anyLueH.

N

MaccuB MOXKeT COCTOATb MUHUMYM U3 OOHOIr0 ANCKa UK ssd HakonuTens.

3. He o6a3aTenbHO XpaHUTb Ha MaccuBe unraid kakne nnbo gaHHble. PacnonoxeHne docker
(hannos 1 BUPTYasibHbIX MaLLINH MOXHO U3MEHUTb B UHTepgence.
4. Wapbl He co3patoTcs Ha ZFS.

Kak nopenutbcsa nankou ¢ ZFS no SMB

BcTpoeHHble wapbl He MOryT BbITh CO3A4aHbl Ha ZFS, a ecnn nameHnTb hann smb.conf oH bypeT
BO3BpALLEH B MCXOOHOE COCTOSIHME NpK nepesanycke MaccuBa. g COXpaHeHUS M3MEHEHUN
Heobxoamnmo BHeCTH pa3aen ¢ Tpebyemon obuien nankon B SMB Extras.

Settings > SMB > SMB Extras
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2= SMB Settings

Enable SMB: Yes (Workgroup) v
Hide "dot" files: No v
Enable SMB Multi Channel: No v
Enhanced macO5 interoperability: Yes L]
Enable NetBIOS: Yes v
Enable WSD: Yes v

WSD options [experimental]:

BT

B SMB Extras

Samba extra configuration: [media]

path /mnt/tank/media

CuHTakcuc obbivHbIN ana smb.conf anna, npumep Huxe.

My6nuyHbINA pocTyn

[share]
path = /mnt/tank/share
comment =
browseable = yes
# Public
public = yes
writeable = no
vfs objects = catia fruit streams xattr
case sensitive = auto
preserve case = yes
short preserve case = yes

AocTyn ¢ aBTopu3sauuen (private)

[private]
path = /mnt/tank/private
comment =
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browseable = yes

# Private

writeable = no

read list =

write list = username,username2
valid users = username,username2

case sensitive = auto

preserve case = yes

short preserve case = yes

vfs objects = catia fruit streams xattr
fruit:encoding = native
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