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datasheet
Host GPU-to-GPU
GPU Memory/Memory |Max Power Peer Slot |GPU Auxiliary
Brand Model Memory|ECC Bandwidth|Consumption I(g:’t\alr)'face Interconnect|Width|Height/Length|Cable Workload
(BW)
PCle . .
Infinity Fabric
amp |MIS00X 1192 GB 5.3 TB/sec |750W Gensx16 |\ink (4th Gen-|N/A  |N/A NA  |AI/HPC
OAM  |HBM3 (128 896 GB/sec)
GB/sec)
PCle
64 GB 1638 Gen4x16 |Infinity Fabric . _|HPC/Machine
AMD \MI210 HBM2e Y GB/sec 300w (64 Link bridge8 DW  |FHFL CPU 8 pin learning training
GB/sec)
PCle
Gaudi3 |128GB Gen5x16
Intel |22 vams Y 3.7TB/s | 600W (128 3x200G RoCE [DW  |FHFL Al / HPC
GB/sec)
PCle
Gaudi3 |128GB Gen5x16
Intel | ems T 3.6TB/s |850W (128 3x200G RoCE [N/A  |N/A N/A Al / HPC
GB/sec)
PCle
Max1550|128 GB 3276.8 Gen5x16 .
Intel |oau " HeMze |V P 600W (128 Intel XeLink [N/A  [N/A N/A Al / HPC
GB/sec)
PCle .
XeLink
intel |Max1100[*8CB Iy 12288 [35gy Gensx16 |1 idges DW  |FHFL PCle 16 |\ hpc
HBM2e GB/sec (128 (600GB/s) pin
GB/sec)
12 GB PCle Gen4 |XeLink
Intel |Flex 140 Y 336 GB/Sec |75W x8 (32 bridge8 (336 |SW  |HHHL/FHHL N/A Inferencing/Edge
GDDR6
GB/sec) GB/sec)
PCle Gen |[NVLink (4th
Nvidia [1200 | 141GB 1y 487TB/s  [600W 5x16(128|Gen-900  |DW |FHFL PCIe 16 a1/ Hpc
NVL HBM3e pin
GB/sec) GB/s)
PCle Gen |NVLink (4th
Nvidia H\I/(L’O Eéﬁ? v 3.9TB/s  |350W-400W |5x16 (128|Gen-600  |[DW |FHFL Picn'e 16 a1/ HPC
GB/sec) |GB/s) P
B200 PCle Gen |NVLink (4th
Nvidia |7 - 180GB |y 5x16 (128 |Gen - 600
GB/sec) GB/s)
H200 141GB PCle Gen |NVLink (4th
Nvidia |SXM5 | S22 Y 48TB/s [700W 5x16 (128|Gen-900  [DW Al / HPC
(x8) DLC GB/sec) GB/s)
H200 141GB PCle Gen |NVLink (4th
Nvidia |SXM5 | L2022 1Y 48TB/s |700W 5x16 (128(Gen-900  [N/A |N/A N/A Al / HPC
(x8) GB/sec) |GB/s)
H100 80 GB PCle Gen |NVLink (4th
Nvidia [SXM5 |10 |Y 3TB/sec  |700W 5x16 (128(Gen-900  [N/A |N/A N/A Al / HPC
(x8) GB/sec) GB/s)
H100 80 GB PCle Gen |NVLink (4th
Nvidia|SXM5 o 1Y 3TB/sec  |700W 5x16 (128(Gen-900  [N/A |N/A N/A Al / HPC
(x4) GB/sec) |GB/s)
A100 PCle Gen |NVLink (3rd
Nvidia |SXM4 ﬁ%ﬁg v é%?gec 500W 5x16 (128/Gen- 600  |N/A  |N/A N/A :gg{‘\t'i/czatabase
(x8) GB/sec) |GBYs) y
A100 PCle Gen |NVLink (3rd
Nvidia |SXM4 ﬁ%ﬁg v é%?sgec 500W 5x16 (128/Gen- 600  |N/A  |N/A N/A :rﬁaC(At'i/C Dsatabase
(x4) GB/sec) |GB/s) Yy
A100 PCle Gen |NVLink (3rd
Nvidia |SXM4 ﬁ%ﬁg y é%?:ec 400W 5x16 (128/Gen- 600  |N/A  |N/A N/A :ﬁg{‘\t'i/czatabase
(x4) GB/sec) |GB/s) Yy
PCle Gen |NVLink8 (4th
Nvidia |H100 ﬁ%ﬁge v é%?fec 300-350W  |5x16 (128|Gen- 600  |DW  |FHFL Picnle 10 25;/ Atli/cl?c,atabase
GB/sec) |GBYs) P y
PCle Gen4 |NVLink8 (3rd
Nvidia |a100  (80CB ly 1935 300W x16 (64 |Gen-600  |[DW |FHFL CPU 8 pin|IPC/Al/Database
HBM2e GB/sec Analytics
GB/sec) GB/s)
PCle Gen4
- 48 GB PCle 16 |Al/Performance
Nvidia |L40S GDDR6 Y 864 GB/sec [350W é}a?s(eg;l N/A DW  |FHFL oin graphics/VDI
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Host GPU-to-GPU
GPU Memory/Memory |Max Power Peer Slot |GPU Auxiliary
Brand Model Memory|ECC Bandwidth|Consumption I(g:’(\elr)face Interconnect|Width|Height/Length|Cable Workload
(BW)
24 GB PCle Gen4 |NVLink8 (3rd
Nvidia |A30 HBM2 Y 933 GB/sec |165W x16 (64 |Gen-200 DW  |FHFL CPU 8 pin|mainstream Al
GB/sec) |GB/s)
PCle Gen4
Nvidia|L40  |[#BGB 1y 864 GB/sec |300W x16 (64 |N/A DW  |FHFL PCle 16  Performance
GDDR6 pin graphics/VDI
GB/sec)
NVLink
PCle Gen4 .
- 48 GB bridge8 (3rd ._|Performance
Nvidia |A40 GDDR6 Y 696 GB/sec [300W x16 ( 64 Gen-112.5 DW  |FHFL CPU 8 pin graphics/VDI
GB/sec) GBJs)
64 GB PCle Gen4
Nvidia |A16 Y 800 GB/sec 250W x16 N/A DW  |FHFL CPU 8 pin|VDI
GDDR6
(64GB/sec)
24 GB PCle Gen4
Nvidia |L4 GDDR6 Y 300 GB/s  [72W x16 N/A SW  |HHHL N/A Inferencing/Edge/VDI
(64GB/sec)
24 GB PCle Gen4
Nvidia |L4 Y 300 GB/s |72W x16 N/A SW  |FHHL N/A Inferencing/Edge/VDI
GDDR6
(64GB/sec)
.- 16 GB PCle Gen )
Nvidia |A2 GDDR6 Y 200 GB/sec |60W 4x8 N/A SW  |HHHL N/A Inferencing/Edge/VDI
16 GB PCle Gen4
Nvidia |A2 (v2) Y 200 GB/sec [60W x8 (32 N/A SW  |HHHL N/A Inferencing/Edge/VDI
GDDR6
GB/sec)
16 GB PCle Gen4
Nvidia |A2 Y 200 GB/sec [60W x8 (32 N/A SW  |FHHL N/A Inferencing/Edge/VDI
GDDR6
GB/sec)
16 GB PCle Gen4
Nvidia |A2 (v2) Y 200 GB/sec [60W x8 (32 N/A SW  |FHHL N/A Inferencing/Edge/VDI
GDDR6
GB/sec)
PCle Gen4 .
- 24 GB PCle 8 mainstream
Nvidia |A10 Y 600 GB/sec [150W x16 N/A SW  [FHFL ) )
GDDR6 (64GB/sec) pin graphics/VDI
16 GB PCle Gen3
Nvidia |T4 GDDR6 Y 300 GB/sec [70W x16 N/A SW  |HHHL N/A Inferencing/Edge/VDI
(32GB/sec)
16 GB PCle Gen3
Nvidia (T4 Y 300 GB/sec [70W x16 N/A SW  |FHHL N/A Inferencing/Edge/VDI
GDDR6
(32GB/sec)
32 GB 1228 PCle Gen4 |64 GB/sec PCle 8 HPC/Machine
AMD |MI100 HBM2 v GB/sec 300w x16 (PCle 4.0) bW |FHFL pin learning training
- 32GB PCle 32 GB/sec PCle 8
Nvidia [M10 GDDR5 N 332 GB/sec [225W Gen3x16 |(PCle 3.0) DW  |FHFL pin VDI
PCle
- 40 GB 1555 Gen4x16/ |64 GB/sec5 . |HPC/Al/Database
Nvidia |A100 |pgyp Y GBisec |20V NVLnk  |(PCle 4.0)  [PW |FHFL CPUB pin| Analytics
bridge8
.- 32GB 1134 PCle 32 GB/sec . |HPC/Al/Database
Nvidia V1005 | gy Y GBlsec  |[*°OW Gen3x16 |(Pcle3.0) |PW |FHFL CPU 8 pin | Analytics
- 32GB PCle 32 GB/sec . _|HPC/Al/Database
Nvidia V100 HBM2 Y 900 GB/sec |250W Gen3x16 |(PCle 3.0) DW  |FHFL CPU 8 pin Analytics
-~ 16 GB PCle 32 GB/sec . |HPC/Al/Database
Nvidia [V100 HBM?2 Y 900 GB/sec |250W Gen3x16 |(PCle 3.0) DW FHFL CPU 8 pin Analytics
300 GB/sec
Nvidia vioo 3288 iy 900 GB/sec |300W NVIDIA - ondGen  [N/A  [N/A N/A HPC/Al/Database
HBM2 NVLink NVLink) Analytics
300 GB/sec
- 16 GB NVIDIA HPC/Al/Database
Nvidia |V100 HBM?2 Y 900 GB/sec |300W NVLink kZ\;\SnGk?n N/A  |N/A N/A Analytics
PCle
. 24 GB Gen3x16/ |32 GB/sec3 . |VDI/ Performance
Nvidia [RTX6000 GDDR6 Y 624 GB/sec |250W NVLink (PCle 3.0) DW  |FHFL CPU 8 pin Graphics
bridge3
PCle
- 48 GB Gen3x16/ |32 GB/sec3 . |VDI/ Performance
Nvidia [RTX8000 GDDR6 Y 624 GB/sec |250W NVLink (PCle 3.0) DW  |FHFL CPU 8 pin Graphics
bridge3
160 GB/sec
- 16 GB NVIDIA HPC/Al/Database
Nvidia |P100 HBM2 Y 732 GB/sec [300W NVIink f\ll\?lfiss)n N/A  |N/A N/A Analytics

https://micronode.ru/ Printed on 2025/11/20 12:12




2025/11/20 12:12

3/4

GPU Datasheet

Host GPU-to-GPU -
Brand Model I\Gllzll:wry Izlce(!.‘“ o rae:c‘l‘;\:‘i{lth ?::s:;vﬁi"on I(g:’(\e’l)’face Ipnet::connect \SI\;?;th g:il::]ht/Length Ié:l)a(::ary Workload
(BW)
Nvidia [P100 IﬂgﬁB 732 GB/sec |250W Zi'%xle (3P2C(IZB§5_8)C DW  |FHFL CPU 8 pin :g?{y‘\t'i/czatabase
Nvidia P100 |12 CB 549 GB/sec [250W P 6 fgciBésg)c DW  |FHFL CPU 8 pin :ig@'@atabase
Nvidia |P40 E‘BS_E 346 GB/sec |250W (F;CeI:axle fﬁcﬁeséfg;: DW  |FHFL CPU 8 pin :ﬁg@'{c Dsatabase
NVIDIA GPU Cheatsheet
Blackwell
H100 H200 GB200 NVL72 NVL36
Superchip
2x Blackwell |36 Grace CPUs éﬁ&rageﬁ
Configuration Hopper GPU  |Hopper GPU GPU, 1x Grace |: 72 Blackwell :
Blackwell
CPU GPUs
GPUs
FP4 Tensor 720/1440 360/720
Dense/Sparse N/A N/A 20/40 petaflops o) pg PFLOPS
FP6/FP8 Tensor 360/720 180/360
Dense/Sparse 2/4 petaflops |2/4 petaflops |10/20 petaflops PELOPS PELOPS
INT8 Tensor 360/720 180/360
Dense/Sparse 2/4 petaflops |2/4 petaflops |10/20 petaflops PELOPS PELOPS
FP16/BF16 Tensor 180/360 90/180
Dense/Sparse 1/2 petaflops |1/2 petaflops |5/10 petaflops PFLOPS PFLOPS
TF32 Tensor
Dense/Sparse 0.5/1 petaflops|0.5/1 petaflops |2.5/5 petaflops |90/180 PFLOPS|45/90 PFLOPS
FP32 67 teraflops |67 teraflops 180 teraflops 6480 teraflops (6480 TFLOPS
FP64 Tensor Core |34/67 teraflops|34/67 teraflops |90 teraflops 3240 TFLOPS |1620 TFLOPS
Memory Type HBM3 HBM3e HBM3e HBM3e HBM3e
up to 384GB up to 13.5TB |up to 6.75TB
Memory 80GB(5x16GB) |141GB(6x24GB) (2x8x24GB) HBM3e HBM3e
Memory Bandwidth |3.35TB/s 4.8TB/s 16 TB/s 576 TB/s 288 TB/s
NVLink Bandwidth |900GB/s 900GB/s 2x 1.8 TB/s 130TB/s 65TB/s
Power 700W 700W Up to 2700W Up to 123.6kW |Up to 67kW
Hopper
A100 |A100 A100 A100 (H100 |H100 |H100 |H200 |H200
40GB (80GB [40GB |80GB 80GB (80GB |94GB |141GB |141GB
PCle |PCle [SXM [SXM |SXM PCle NVL NVL SXM
GPU memory GB 40 80 40 80 80 80 94 141 141
FP64 TFLOPS|9,7 9,7 9,7 9,7 34 26 30 34 34
FP64 Tensor Core | TFLOPS|19,5 |19,5 |19,5 |19,5 |67 51 60 67 67
FP32 TFLOPS|19,5 |19,5 (19,5 (19,5 |67 51 60 67 67
TF32 Tensor CoreTFLOPS|312  |312 312 312 989 756 835 989 989
OTLOATIOTeNSOrropsl624 (624 624 (624 [1979 |1513 (1671 |1979 (1979
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A100 A100 A100 Al100 H100 |H100 |H100 |H200 |H200
40GB 80GB 40GB 80GB 80GB |80GB |94GB |141GB 141GB
PCle |PCle |SXM |SXM |SXM PCle NVL NVL SXM
FP16 Tensor Core |TFLOPS|624 624 624 624 1979 1513 1671 1979 1979
FP8 Tensor Core |TFLOPS 3958 |3026 |3341 [3958 3958
INT8 Tensor Core |TFLOPS|1248 (1248 (1248 (1248 (3958 (3026 (3341 3958 3958
S;:]Jdr\;rv]iedr"cnhory TB/s |1,55 |1,935 [1,55 |1,935 (3,35 |2 30 |48 |48
7 X 7 X 7 X 7 X 7 X
Decoders NVDEC |NVDEC |NVDEC |NVDEC |NVDEC
7 x JPEG|7 x JPEG|7 x JPEG|7 x JPEG |7 x JPEG
Max thermal
design power W 250 |300 |400 |400 |700 350 400 700 700
(TDP)
Multi-Instance
GPUs 7 7 7 7 7 7 7 7 7
Form factor PCle |PCle |SXM |SXM |SXM PCle PCle PCle SXM
NVLink GB/s |600 (600 |600 (600 900 600 600 900 900
PCle Gend |Gend |Gend |Gend |Gen5 |Gen5 |Gen5 |Gen5 Gen5
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