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FIO (Flexible IO Tester)

CuHTeTMYecKoe TecTupoBaHue (v.1.0)

HavanbHble ycnoBus

MeponpuaTUA NO NOATOTOBKE

1. Co3paTb BMPTYaJibHYIO MalIMHY Cnegylolwen KoHpurypauum
1. 8 vCPU
2. 2 GB mem
3. Linux Debian
4. 256 GB Disk
2. YcTaHoBuTb fio;
3. YcTaHoBMTbL nmon;
4. Co3paTtb hannbl hanabl No wabnoHy Huxe. nn ckonnpoBaTh M3 NPeaoCTaBAEHHOr 0
*.iso obpa3a
thannbl BHYTPb BUPTYasIbHON MaLLNHbI;
1. KomaHpon Lsblk HanTu TecTnpyemoe ycTponcTBo;
2. Yka3aTb B (hanne bench.ini Tectupyemoe yCcTponcTso, B npumepe - “/dev/sdb”;

bench.sh

#!/bin/sh

BASEDIR=/home/admin #<---- YkaxuTte pabouyto anpekTopuio, rae byayT XpaHUTbCA
OTYETHI

INIDIR=$BASEDIR/ini

LOGDIR=$BASEDIR/log

DEV=/dev/sdb #<---- YKaXuTe geBavic KOTOpbIV byaemM TeCcTUpoBaThb
IODEPTH=16

RUNTIME=300

TPAUSE=30

STOR="sdb" #<---- YKaxuTe feBavic KoTopbivi byfemM TecTupoBaTh

echo "stor $STOR" $INIDIR/nmon.gr

usr/bin/nmon -f -t -s 5 -c 5000 -g $INIDIR/nmon.gr -m $LOGDIR/fio

fiocmdlc="--filename=$DEV --iodepth=$I0ODEPTH --runtime=$RUNTIME "
fiocmdl " --blocksize=4k --output=$LOGDIR/rand read 4.out

$INIDIR/rand read.ini"\

" --blocksize=8k --output=$LOGDIR/rand read 8.out

$INIDIR/rand read.ini"\

" --blocksize=16k --output=$LOGDIR/rand read 16.out

$INIDIR/rand read.ini"\

" --blocksize=256k --output=$LOGDIR/rand read 256.out

$INIDIR/rand read.ini"\

" --blocksize=4k --output=$LOGDIR/rand write 4.out
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$INIDIR/rand write.ini"\

" --blocksize=8k --output=$LOGDIR/rand write 8.out

$INIDIR/rand write.ini"\

" --blocksize=16k --output=$LOGDIR/rand write 16.out

$INIDIR/rand write.ini"\

" --blocksize=256k --output=$LOGDIR/rand write 256.out
$INIDIR/rand write.ini"\

" --blocksize=4k --output=$LOGDIR/rand read write 4.out
$INIDIR/rand read write.ini"\

" --blocksize=8k --output=$LOGDIR/rand read write 8.out
$INIDIR/rand read write.ini"\

" --blocksize=16k --output=$LOGDIR/rand read write 16.out
$INIDIR/rand read write.ini"\

" --blocksize=256k --output=$LOGDIR/rand read write 256.out
$INIDIR/rand read write.ini"\

" --blocksize=4k --output=$LOGDIR/read 4.out $INIDIR/read.ini"\

" --blocksize=8k --output=$LOGDIR/read 8.out $INIDIR/read.ini"\

" --blocksize=16k --output=$LOGDIR/read 16.out $INIDIR/read.ini"\
" --blocksize=256k --output=$LOGDIR/read 256.out $INIDIR/read.ini"\
" --blocksize=4k --output=$LOGDIR/read write 4.out

$INIDIR/read write.ini"\

" --blocksize=8k --output=$LOGDIR/read write 8.out

$INIDIR/read write.ini"\

" --blocksize=16k --output=$LOGDIR/read write 16.out

$INIDIR/read write.ini"\

" --blocksize=256k --output=$LOGDIR/read write 256.out
$INIDIR/read write.ini"\

" --blocksize=4k --output=$LOGDIR/write 4.out $INIDIR/write.ini"\
" --blocksize=8k --output=$LOGDIR/write 8.out $INIDIR/write.ini"\
" --blocksize=16k --output=$LOGDIR/write 16.out $INIDIR/write.ini"\
" --blocksize=256k --output=$LOGDIR/write 256.out $INIDIR/write.ini";
do

echo " ----- $fiocmdlc $fiocmdl"” $LOGDIR/fio/test.log

fio $fiocmdlc $fiocmdl $LOGDIR/fio/test.log

echo " ----- endtest” $LOGDIR/fio/test.log

sleep $TPAUSE

done

pkill nmon

/ini/write.ini

writetest
rw=write
direct=1
buffered=0
ioengine=libaio

/ini/read.ini
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readtest
rw=read
direct=1
buffered=0
ioengine=libaio

/ini/[read_write.in

writetest
rw=rw
direct=1
buffered=0
ioengine=libaio

/inifrand_write.ini

writetest
rw=randwrite
direct=1
buffered=0
ioengine=libaio

/inifrand_read.ini

readtest
rw=randread
direct=1
buffered=0
ioengine=libaio

/inifrand_read_write.ini

writetest
rw=randrw
direct=1
buffered=0
ioengine=libaio

MeponpusaTus no nposepke

1. 3anycTuTb TeCTUpoBaHUe KOMMaHAon bench. sh

micronode.ru - https://micronode.ru/


https://micronode.ru/_export/code/wiki/benchmark/tests/storage/fio?codeblock=3
https://micronode.ru/_export/code/wiki/benchmark/tests/storage/fio?codeblock=4
https://micronode.ru/_export/code/wiki/benchmark/tests/storage/fio?codeblock=5
https://micronode.ru/_export/code/wiki/benchmark/tests/storage/fio?codeblock=6

Last update: 2025/06/02 07:44 wiki:benchmark:tests:storage:fio https://micronode.ru/wiki/benchmark/tests/storage/fio

MeponpusaTusa nocsne npoBepKu

1. CkayvaTb C cepBepa NoJly4eHHble pe3ynbTaTbl TecTa B hanne snaa “fio-
bench_xxxxxx_xxxx.nmon"

2. Ha MK agMuHucTpaTopa yCTaHoBMTbL hmon analyzer

OTKpbITb NONYYEHHbIN pe3ynbTaT C MOMOLLLID NMon analyzer

4. MepenTun Ha BkNagky DISK SUMM

w

CBoAHble pe3yNibTaThbl TECTOB NPEACTAB/EHbI HA AAaHHON
&  cTpaHuue: PesynbTaThl TecTos fio

CuHTeTMYecKoe TecTupoBaHue (v.1.1)

HauyanbHble ycnoBus

Mepon PuUATUA NO NOAroToBKe

1. Co3paTb BUPTYabHYO MalLMHY Cneayouen KoOHGUrypaumm:
1. 8 vCPU
2. 2 GB mem
3. Linux Debian
4. 256 GB Disk
2. YcTaHoBuTb fio;
3. YCTaHOBMTL nmon;
4. Co3paTtb hannbl hansbl N0 wWabnoHy Huxe. amn ckonnpoBaTh M3 NPefoCTaBAEHHOM 0
*.iso obpasa
hannbl BHYTPb BUPTYasIbHON MaLUUHbI;
1. Komangon Lsblk HanTm TecTupyemoe yCTPONCTBO;
2. YKa3aTb B haine bench.ini Tectupyemoe ycTponcTso, B npumepe - “/dev/sdb”;

bench.sh

#!/bin/sh

BASEDIR=/home/admin #<---- YkaxuTe pabo4dyro avpexkToputo, rae byayT XpaHUTbCS
OTYETHI

INIDIR=$BASEDIR/ini

LOGDIR=$BASEDIR/1log

DEV=/dev/sdb #<---- YKaxuTe geavic KoTopbivi bynem TeCcTMpoBaThb
IODEPTH=

RUNTIME=

TPAUSE=

STOR="sdb" #<---- YKaxunTe geBauic KOTopbivi byaem TecTnpoBaThb

echo "stor $STOR" $INIDIR/nmon.gr
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usr/bin/nmon -f -t -s 5 -c 5000 -g $INIDIR/nmon.gr -m $LOGDIR/fio
fiocfg="--filename=/dev/sdb --iodepth=$I0DEPTH --runtime=$RUNTIME "
for fiorun in \

" --blocksize=4k --output=$LOGDIR/rand write 4.out

$INIDIR/rand write.ini" \

" --blocksize=8k --output=$LOGDIR/rand write 8.out

$INIDIR/rand write.ini" \

" --blocksize=16k --output=$LOGDIR/rand write 16.out

$INIDIR/rand write.ini" \

" --blocksize=256k --output=$LOGDIR/rand write 256.out
$INIDIR/rand write.ini" \

" --blocksize=4k --output=$LOGDIR/rand read write 4.out
$INIDIR/rand read write.ini" \

" --blocksize=8k --output=$LOGDIR/rand read write 8.out
$INIDIR/rand read write.ini" \

" --blocksize=16k --output=$LOGDIR/rand read write 16.out
$INIDIR/rand read write.ini" \

" --blocksize=256k --output=$LOGDIR/rand read write 256.out
$INIDIR/rand read write.ini" \

" --blocksize=4k --output=$LOGDIR/rand read 4.out
$INIDIR/rand read.ini" \

" --blocksize=8k --output=$LOGDIR/rand read 8.out
$INIDIR/rand read.ini" \

" --blocksize=16k --output=$LOGDIR/rand read 16.out
$INIDIR/rand read.ini" \

" --blocksize=256k --output=$LOGDIR/rand read 256.out
$INIDIR/rand read.ini" \

" --blocksize=4k --output=$LOGDIR/write 4.out $INIDIR/write.ini" \
" --blocksize=8k --output=$LOGDIR/write 8.out $INIDIR/write.ini" \
" --blocksize=16k --output=$LOGDIR/write 16.out $INIDIR/write.ini" \
" --blocksize=256k --output=$LOGDIR/write 256.out $INIDIR/write.ini" \
" --blocksize=4k --output=$LOGDIR/read write 4.out
$INIDIR/read write.ini" \

" --blocksize=8k --output=$LOGDIR/read write 8.out
$INIDIR/read write.ini" \

" --blocksize=16k --output=$LOGDIR/read write 16.out
$INIDIR/read write.ini" \

" --blocksize=256k --output=$LOGDIR/read write 256.out
$INIDIR/read write.ini" \

" --blocksize=4k --output=$LOGDIR/read 4.out $INIDIR/read.ini" \

" --blocksize=8k --output=$LOGDIR/read 8.out $INIDIR/read.ini" \

" --blocksize=16k --output=$LOGDIR/read 16.out $INIDIR/read.ini" \
" --blocksize=256k --output=$LOGDIR/read 256.out $INIDIR/read.ini" ;

do
echo " ----- $fiocfg $fiorun" $LOGDIR/fio/test.log
fio $fiocfg $fiorun $LOGDIR/fio/test.log
echo " ----- endtest" $LOGDIR/fio/test.log
sleep $TPAUSE
done
pkill nmon
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/ini/write.ini

writetest
rw=write
direct=1
buffered=0
ioengine=libaio

/ini/read.ini

readtest
rw=read
direct=1
buffered=0
ioengine=libaio

/ini/read_write.in

writetest
rw=rw
direct=1
buffered=0
ioengine=libaio

/inifrand_write.ini

writetest
rw=randwrite
direct=1
buffered=0
ioengine=1libaio

/inifrand_read.ini

readtest
rw=randread
direct=1
buffered=0
ioengine=libaio

/inifrand_read_write.ini

writetest
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rw=randrw
direct=1
buffered=0
ioengine=1libaio

Mepon puATUA NO NpoBepkKe

1. 3anycTuTb TecTMpoBaHue komaHgomn bench.sh

MeponpusaTusa nocne npoBepKu

w

bench_xxxxxx_xxxx.nmon"

Ha MK agMuHucTpaTopa yCTaHOBUTbL nmon analyzer
OTKpbITb NOJly4YeHHbIN pe3ynbTaT C NOMOLLLID Nmon analyzer

MepenTun Ha BKNafky DISK_ SUMM

Harpy3ouHoe TectupoBaHue CX]j

HavanbHble ycnoBus

Mepon pPuATUA NO NOAroToBKe

Cka4yaTb C cepBepa noJjly4eHHble pe3ynbTaThl TeCTa B hanne smaa “fio-

Co3paTb KaTajsor Kyga 6y,uyT 3aMncbiBaTbCA pe3ynbTaThl TeCTa. B npuMepe ykasaH kaTaJsior

/var/log/storagel

. Co3paTb KOH(UrypaLMOHHbIVA (hainn TecTa
1. Yka3aTb NpMMOHTUPOBaHbIe H6104HbIe ycTponcTBa (vdb, vdc,...
2. YKa3aTb BpeMs 3aMepa B nepeMeHHoM runtime=

[var/fio.rtf

[global]
ioengine=libaio
direct=1
group_reporting
time based
runtime=1h
buffered=0

random generator=tausworthe64
norandommap
disable clat=1
disable slat=1
log avg msec=5000

[ NVMe 1 ]

)

micronode.ru - https://micronode.ru/


http://nmon.sourceforge.net/pmwiki.php?n=Site.Nmon-Analyser
https://micronode.ru/_export/code/wiki/benchmark/tests/storage/fio?codeblock=14

Last update: 2025/06/02 07:44 wiki:benchmark:tests:storage:fio https://micronode.ru/wiki/benchmark/tests/storage/fio

description=Random read/write 80/20
rw=randrw

rwmixread=80

bs=8k

filename=/dev/vdb

iodepth=16

numjobs=8

[ NVMe 2 ]

description=Random read/write 80/20
rw=randrw

rwmixread=80

bs=8k

filename=/dev/vdc

iodepth=16

numjobs=8

[ HDD 1 ]
description=Read/write 80/20
rw=rw

rwmixread=80

bs=256k

filename=/dev/vdd

iodepth=1

numjobs=1

[ HDD 2 ]
description=Read/write 80/20
rw=rw

rwmixread=80

bs=256k

filename=/dev/vde

iodepth=1

numjobs=1

[ HDD 3 1]
description=Read/write 80/20
rw=rw

rwmixread=80

bs=256k

filename=/dev/vdf

iodepth=1

numjobs=1

Mepon puATUA NO NpoBepkKe

1. 3anyCcTuTb TECTUPOBAHNE KOMMAaHAOMN

fio /var/fio.rtf -output-format=json --
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output=/var/log/storagel/fio.json --
write lat log=/var/log/storagel/lat.json --
write bw log=/var/log/storagel/bw.json
—write iops log=/var/log/storagel/iops.json

MeponpusaTusa nocne npoBepKu

CMOTpHM TakXe

Mpumepsbl oT Oracle
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