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NHCTPYKLUA NO BOCNPOU3BEAEHUIO TeCTOB
MLPerf Inference GMNT, MLPerf Inference
ResNet, Kaldi

Obwime cBepeHun n TpeboBaHUA K cucrteme

Jns npoBefeHNs BCEX 3TANOB TECTUPOBAHNSA CUCTEMA LOJIKHA COOTBETCTBOBATL CIEAYIOLNM
TpeboBaHMAM:

1. B cucteme JOMKHbI ObITh YCTaHOBNEHbI TOJIbKO rpaduyeckune yckoputenu NVIDIA TESLA T4

2. Monb3oBaTesb, OCYLLECTBASALNA TECTUPOBAHME, AO/DKEH UMETb BO3MOXHOCTb MOBbILLATb
npvBuaerun 0o cynepnonb3osatens «root» yepes «sudo»

3. OnepaumoHHas cnctema Ha 6a3e Ubuntu 18.04 LTS vnm RHEL 7.

FeHepaToOp Harpysku

PekoMeHAayeTCs 3anyckaTb FreHepaTop Harpy3ky Ha TOM Xe y3Ne, rie U NpoBoASTCA TECThI.
Co3paBaeMast UM Harpy3ka Ha JI0KaJlbHOM y3/1e MeHbLLE, YeM BEPOSITHbIE MOMEXU 1 Harpy3Ka npwu
3anycke Ha yAaNeHHOM XOCTe.

XopowuMm Kputepuem asnsetcsa Hannymne saep CPU, 3arpyxeHHblx meHee 4yeM Ha 20% BO Bpems
TecTa.

MapameTpbl KOMaHAbl «make» B MLPerf Tectax

JencTtens ona 3anycka Tectos MLPerf cogep)xaT KoMaHbl aBTOMaTMU3aLmMmM CnefyloLlero suaa:
make run RUN_ARGS=".."

[laHHaa KOMaHAa Npou3BOAUT KoMNunaumio TensorRT engine n 3aTeM 3anyCcKaeT reHepaTop
Harpy3sKu n npo4yme 3nemMeHTbl. Mpn HeobxoaMMOCTH, AaHHbIE OENCTBMA MOXKHO pa3buTb Ha ABa

3Tana: KOMNWASLMS U FeHepaTop Harpysku. [lanee npuBeneHbl MHCTPYKLMK, KaK BbIMOJIHSATb
KaXIbl 3Tan pa3aenbHo.

Ons BbINONHEHUS 3Tana KOMNUAALUY HeoOX0AUMO BbINOSHUTDL C/IEAYIOLLYI0 KOMaHAY:
make generate engines

[N 3anycka reHepaTopa Harpy3ku npu ycaosuu, 41o TensorRT engine yxxe CKOMMUANPOBAHbI,
HEeoBX0ANMO BbIMOSHUTL CIEAYIOLLYI0 KOMaHY:

make run_harness

Mo ymon4yaHuio, nepemeHHas «RUN_ARGS» coiepXuT napamMeTp, OTBEYalOLLNIA 3a NPOBEPKY U
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NPOM3BOANTENBHOCTU Y CKOPOCTH:
--test _mode=SubmissionRun

Ons n3mepeHns Npon3BOANTENbHOCTU CleayeT yKas3aTb
--test mode=PerformanceOnly

Ons n3mepeHuns akKypaTHOCTU ClefyeT ykasaTb

--test mode=AccuracyOnly

NMepBUYHana HaCTPOﬁKa CUCTEMbI

HacTpo#ka cuctemsbl Ha 6a3e Ubuntu 18.04 LTS
Mepen HavanoM nposeneHns paboT No TeCTMPOBaHMIO HEOBXOAMMO NPON3BECTU YCTAHOBKY
HeobXxo4UMbIX KOMMOHEHTOB U NEPBUYHYIO HACTPOWKY:

1. OTKN04aeM ApaBep «nouveau», COrnacHO MHCTPYKLUN:
https://docs.nvidia.com/cuda/cuda-installation-guide-linux/index.html#runfile-nouveau-ubuntu

#runfile-nouveau-ubuntu
2. YctaHasnuBaem gparneep NVIDIA GPU Bepcuu 440 1 nepesarpyxxaem cuctemy
sudo add-apt-repository ppa:graphics-drivers/ppa
sudo apt-get update

sudo apt-get install nvidia-driver-418\\
sudo reboot

A A A

3. YcraHasnuBaem «docker» Bepcum 19.03, corfiacHoO MHCTPYKLUN:
https://docs.docker.com/install/linux/docker-ce/ubuntu/

4. YctaHasnmBaeM «docker-compose» sepcun 1.25.4, cornacHo MHCTPYKUMN:
https://docs.docker.com/compose/install/#install-compose-on-linux-systems

5. YcTaHaBnMBaeM nakeT «git»

$ sudo apt install -y git
6. YcTaHaBnmBaeM nakeT «nvidia-container-runtime» n nepesanyckaem cnyxby «docker»

$ curl -s -L \

https://nvidia.github.io/nvidia-container-runtime/gpgkey | \

sudo apt-key add -

$ distribution=$(. /etc/os-release;echo $ID$VERSION ID)

$ curl -s -L \
https://nvidia.github.io/nvidia-container-runtime/$distribution/nvidia-
container-runtime.list | \

sudo tee /etc/apt/sources.list.d/nvidia-container-runtime.list
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$ sudo apt-get update
$ sudo apt install -y nvidia-container-runtime
$ sudo systemctl restart docker

HacTtpouka cuctembl Ha 6ase RHEL 7

Mepen HavyasoM NpoBeaeHUs paboT Mo TECTMPOBAHMIO HEOBXOAMMO NPOV3BECTM YCTAHOBKY
HeobX0oAVMMbIX KOMMOHEHTOB U MEPBUYHYIO HACTPOMKY:

1. YcraHasnusaem ppansep NVIDIA GPU sepcun 440, cornacHO MHCTPYKLAN
https://docs.nvidia.com/datacenter/tesla/tesla-installation-notes/index.html#unique 106823779
8

2. YctaHasnmBaem «docker» sepcun 19.03, cornacHo
NMHCTPYKuunhttps://docs.docker.com/install/linux/docker-ce/centos/

3. YctaHaBnuBaem «docker-compose» sepcun 1.25.4, cornacHoO MHCTPYKLUK:
https://docs.docker.com/compose/install/#install-compose-on-linux-systems

4. YcTaHaB/IMBaeM nakeT «git»

$ sudo yum install -y git

5. YctaHaBnuBaeMm nakeT «nvidia-container-runtime» v nepesanyckaem cnyxby «docker»
$ distribution=$(. /etc/os-release;echo $ID$VERSION ID)
$ curl -s -k -L \
https://nvidia.github.io/nvidia-container-runtime/$distribution/nvidia-
container-runtime.repo | \\\
sudo tee /etc/yum.repos.d/nvidia-container-runtime. repo

$ sudo yum install -y nvidia-container-runtime\\
$ sudo systemctl restart docker

HacTponku oKpy>XeHus 3anycka TecToB

Ins 3aBepLUeHns NePBMYHON HACTPONKM HEOOXOAMMO BbIMOJIHUTL CeAyoLWMe LWaru:

1. YcTaHaBnuBaeM no ymon4aHuio B 3HaveHune «nvidia» docker runtime.
1. Moanduunpyem tann

/etc/docker/daemon.json
{
"default-runtime":"nvidia",
"runtimes": {
"nvidia": {

"path": "nvidia-container-runtime",
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“runtimeArgs": []

2. MNpun HeobXxoAMMOCTM N3MEHEHUA MeCTa XpaHeHus obpa3os docker cnenyet nobasuTh B
thann:

"data-root": "/path/to/docker/images"
2. Nocne yero cepsuc «docker» gomkeH ObITb Nepesarpyxex
$ sudo systemctl restart docker
3. Mepesogum Bce GPU B pexunm «persistent mode» 1 oTkntodaem ECC B namaTtu

$ sudo systemctl --now enable nvidia-persistenced\\
$ sudo nvidia-smi -e 0\\
$ sudo shutdown -r 0

4. YcTaHaB/AMBaeM MaKCUMasbHble YacToTbl paboTbl GPU 1 namaTu
1. Ond nony4yeHma MakCUMaJsibHOM YacTOThbl NaMSATK

$ nvidia-smi -i © -q -d SUPPORTED CLOCKS | grep Memory | head -n 1
2. [ns nony4yeHns MakCUManbHOM YacToTbl GPU

$ nvidia-smi -i @ -q -d SUPPORTED CLOCKS |grep Graphics |head -n
1

3. 3agaeM MakCMMasbHble YaCTOThl

$ sudo nvidia-smi -ac <yacToTa nmamaTm B MIu>,<4yactota GPU B MIu>

5. Mpumep nonyyvyeHmsa n yctaHoBkK YacToT GPU

$ nvidia-smi -i @ -q -d SUPPORTED CLOCKS|grep Memory | head -n 1
Memory : 3003 MHz

$ nvidia-smi -i 0 -q -d SUPPORTED CLOCKS|grep Graphics| head -n 1
Graphics : 1531 MHz

$ sudo nvidia-smi -ac 3003, 1531\\

Applications clocks set to "(MEM 3003, SM 1531)" for GPU
00000000:03:00.0

All done.
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NMoaroTroBka KOMMOHEHTOB A1 3anNyCKa TeCTOB
Ha paHHOM 3Tane npon3BoAATCS NOArOTOBUTENbHbIE PabOThl MO CO34aHNIO OCHOBHBIM KOMMOHEHTOB
MOBTOPSIOLLMXCA TECTOB:
1. Co3faeM nanky «compose»
$ mkdir -p ~/mlperf gnmt/compose

2. B nanky «~/mlperf_gnmt/compose» [0/KHbl ObITb CKaYaHbl BCEe (halsibl U3 Nanku
https://drive.google.com/open?id=1WUpUliRw75pBnj-ImOgnsx_ruPPAgsGU
3. Mepexogum B 0bwmn katanor Tecta «miperf_gnmt»

$ cd ~/mlperf gnmt/
4. KnoHupyem ocHoBHown penosutopuin «mlperf inference results»
$ git clone https:%%//%%github.com/mlperf/inference_results_v0.5.git

5. 3ameHseM opuruHanbHbin Dockerfile

$ cp compose/Dockerfile.original.replacement
inference results v0.5/closed/NVIDIA/docker/Dockerfile

6. MNepexognm B nanky
$ cd compose
7. MpoussecTtn cbopky docker-obpaza
$ sudo docker-compose build

1. Mpun Heobxo4MMOCTM aBTOPM3aLLMM CNeayeT 3aperncTpmpoBaThCa 1 NOAYyYUTb APl K04 1
cnepoBaTb MHCTPYKUMK https://ngc.nvidia.com/setup

2. Ecnm Bo3HMKaOT owmbKkn npoeepku SSL cepTngumkaTos, Heobxoanmo nobasnTb B
inference_results_v0.5/closed/NVIDIA/docker/Dockerfile cnepytowiee:

ENV GIT SSL NO VERIFY\\
RUN echo "check certificate = off" >> ~/.wgetrc

MpoBepeHune TecTupoBaHusa ana pexxuma «Offline»

Ansa BocnpousseneHus Tectos B pexunme «Offline» pekomeHayeTCs MCNOb30BaTh 3TANIOHHYIO
KOH(Mrypaumio obopyioBaHUSA C YeTblpbM$s, BOCbMbIO au ABaguaTtbio GPU NVIDIA Tesla T4. MonHoe
onncaHne cucTeM JOCTYMHO Mo CCbiIKaM B Tabnumue:

4 x

Tesla|https://github.com/mliperf/inference_results v0.5/blob/master/closed/DellEMC/systems/R740 T4x4 tensorrt.json
T4
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8 x
Tesla|https://github.com/mlperf/inference_results v0.5/blob/master/closed/NVIDIA/systems/T4x8.json
T4

20 x
Tesla|https://github.com/mlperf/inference_results v0.5/blob/master/closed/NVIDIA/systems/T4x20.json
T4

JTasIoHHble pe3ysibTaThl TecTa MLPerf Inference ona cuctem Bobilwe NpuBefeHsbl B CriefytoLei
Tabnuue (nonHas Tabnmua ooCcTynHa No ccoinke: https://miperf.org/inference-results/)

ResNet |GNMT

4 x Tesla T4 |22438.00 |1417.62
8 x Tesla T4 |44977.80 |2834.75
20 x Tesla T4/113592.00/7154.88

Ins onpeneneHns yaenbHbIX pe3ybTaToB CUCTeMbl Ha ogHoM GPU, B cneaytollei Tabnumue
NpuBeAEHbI pe3y/ibTaThbl TECTOB, pa3feNéHHble Ha KonnyecTso GPU:

ResNet GNMT
4 x Tesla T4 |5609.50/354.41
8 x Tesla T4 |5622.23|354.34
20 x Tesla T4/5679.60(357.74

Takum obpa3zom HabngaeTcsa NoYTU IMHENHOe MacwTabupoBaHne pesynbTaToB beHYMapKa ¢
KonnyecTsoM GPU. AnnapaTHble OT/INYNS TECTUPYEMbIX KOH(UIYpaLUiA, OT KOH(Urypauun Beille,
MOTYT NPUBOAUTL K CHUXKEHWIO nNpon3soauTensHocTy 0o 30%.

Mo 3aBepLUEHNIO Ka)KA0ro TecTa HeobxoAMMO OCTAaHOBUTb KOHTENHEP, NCNOJIb3yS Clieayowmne
OencTBus:

1. Mepekno4nMTbLCA B TEPMUHAJ, e 3anyLleHa c/iefyoLlas KoMaHaa
$ sudo docker-compose up

2. MNpepBaTb €€ UCnonHeHne Haxas covyeTaHne kKnasmw «CTRL+C»
3. OCTaHOBUTb KOHTEWHEP, NCMOJb3YS CIeAYIOLLYI0 KOMaHay

$ sudo docker-compose down

Tect «<MLPerf Inference GNMT»
Ons nposeneHns Tecta «MLPerf Inference GNMT» B pexxume «Offline» cnegyeT BbINOJHUTD
cnegyloline LencTeus:
1. 3anyckaem docker-obpa3
$ sudo docker-compose up
2. OTKpbIBaeM OOMOJHUTENbHLIN TEPMUHAN U MEPEXOAUM B MankKy

**«~/mlperf gnmt/compose»**,
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$ cd ~/mlperf gnmt/compose
3. Moakn4aeMcs K KOHTenHepy
$ sudo docker-compose exec mlperf-gnmt /bin/bash
4. CKkaymBaeM JaTaceT, UCNOJIb3ys FOTOBbIA CKPUNT
$ ./download dataset.sh
5. MNpown3BoanM 3anyck TecTa
make run RUN_ARGS="--benchmarks=gnmt --scenarios=0ffline --

test mode=SubmissionRun"

Mo OKOH4YaHMIO TECTMPOBaHMUA OyaeT BbiAiaH pe3ynbTaT UCNOJIHeHUs. B KayecTBe e AUHULbI
M3MepeHUs NPUHMMaETCs NokKasaTeslb «KOJIMYeCTBO CIMNJIOB B CEKYHAY». byneT BbiBeeHo
coobLieHUe O cTaTyce TECTUPOBAHMA HA TOYHOCTb.

Mo 3aBepLUeHMIO BCeX onepaunii oCTaHaBIMBaEM KOHTENHep, Kak YKa3aHo B pa3aene lposeaeHve
TecTupoBaHus ans pexuma «Offline».

TecTt «MLPerf Inference ResNet»

Ona nposeneHus Tecta «MLPerf Inference ResNet» B pexxume «Offline» cnegyeT BbINOJHUTD
cnepywouwime oencTBus:

1. Co3paém narnky /tmp/preprocessed_data
$ mkdir -p /tmp/preprocessed data

1. Mepepn npoBefeHMeM TeCTUPOBaAHMA CUCTeMa NpeobpasyeT faTaceT B Apyrov opmar.
JTa nanka byaeT ncnonb3oBaTbCs AN XpPaHeHUs faTaceTa B npeobpa3oBaHHOM
opmaTe. YbeamTech, YTO Ha AUCKE, FAe XPaHUTCA 3Ta nanka ectb 20 'b cBoboaHoOro
MecTa.

2. Ckonupyem cannel ¢ ILSVRC2012 val_00000001.JPEG ro
ILSVRC2012_val_00050000.JPEG »3 BanmzaLmMoHHOro gataceta «Imagenet 2012» B nanky
/mnt/hdd/datasets/imagenet.

1. Mony4nTb hanabl MOXKHO, MPONAS PerncTpaumio 1 Noayy4ns ogobpeHne oT aBTOPOB
JaTaceTa, no agpecy: http://image-net.org/download-images

3. Mepexogum B 0bwun kaTanor Tecta «~/mlperf_ gnmt/compose»

$ cd ~/mlperf gnmt/compose

4. OTkpbiBaeMm hann «docker-compose.yml» ntobbiM ya06HEIM pefakTopom
5. [lobaBnsem B pa3gen «volumes» cnefytowmne pasgens

- /tmp/preprocessed data:/work/build/preprocessed data
"/mnt/hdd/datasets/imagenet:/work/build/data/imagenet"

6. CoxpaHseMm 1 3aKpblBaem ann.
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7. 3anyckaem docker-obpas
$ sudo docker-compose up
8. OTKpbIBaeM ONOJHUTENbHBIN TEPMUHAN U NepexoamM B nanky «~/miperf_gnmt/compose».
$ cd ~/mlperf gnmt/compose
9. Moakno4yaeMcs K KOHTeNHepy
$ sudo docker-compose exec mlperf-gnmt /bin/bash
10. Nepexoanm B nanky «/work» BHyTpy KOHTeHepa
$ cd /work
11. MNMpou3ssoanM NOAFOTOBKY OAHHbLIX A1 MPOBeAeHNs TeCTUPOBaHNSA

$ python3 scripts/preprocess data.py

-d build/data -o build/preprocessed data \
-b resnet --val only -t fp32
$ python3 scripts/preprocess data.py \

-d build/data -o build/preprocessed data \
-b resnet --val only

12. Mpoun3BogmMm 3anyck TecTa
$ make run RUN_ARGS="--benchmarks=resnet --scenarios=0ffline --

test mode=SubmissionRun "

Mo OKOHYaHUIO TeCTUPOBAHUSA 6yp,eT BblOdH pe3ysibTaT UCNOJIHEHMUA. B KayecTBe eAMHULbI
U3MepeHusa NPpUHUMaeTCAa NoKa3aTeJib «<KOJIN4eCTBO CIMITJIOB B CEKYHAY>. Byp,eT BbiB€AE€HO
coobweHue o CTaTyce TeCTUPOBaHUA Ha TOYHOCTD.

Mo 3aBepLUeHMIO BCEX OMNepaLMi OCTaHaB/IBaeEM KOHTENHEp, KaK yYKa3aHo B pa3aene [poseaeHne
TecTmpoBaHua ana pexuma «Offline».

NpoBepeHue TeCTUPOBaHUA ANA peXUMa «Server»

[na Bocripon3BefeHNs TECTOB B PeXNMe «Server» pekoMeHAyeTCs UCMO0Mb30BaTb 3TaJIOHHYIO
KOH(MIypaLurio C YeTbipbMS, BOCbMbIO UK ABaauaTeio GPU NVIDIA Tesla T4. MNonHoe onucaHue
CMCTeM LOCTYMHO MO CChlJIKaM B Tabnuue:

4 x
Tesla|https://github.com/mlperf/inference_results v0.5/blob/master/closed/DellEMC/systems/R740 _T4x4 tensorrt.json
T4
8 x
Tesla|https://github.com/miperf/inference_results_v0.5/blob/master/closed/NVIDIA/systems/T4x8.json
T4

20 x
Tesla|https://github.com/mliperf/inference_results v0.5/blob/master/closed/NVIDIA/systems/T4x20.json
T4
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STanoHHble pe3ynbTaThl TecTa MLPerf Inference ona cucTem Boile NpuBeAEHbl B Caedyowen
Tabnvue (nonHas Tabnmua gocTynHa no ccoiike: https://miperf.org/inference-results/)

ResNet |GNMT
4 x Tesla T4 |20742.83 |828.57
8 x Tesla T4 (41546.64 |1581.20
20 x Tesla T4(103532.10|3776.07

Ina onpeneneHuns yaenbHbIX pe3ybTaToB CUCTEMbl Ha ogHoM GPU, B cneaytowen Tabnauue
npuBegeHbl pesynbTaTbl TECTOB, pa3fefiéHHble Ha KonnyecTso GPU:

ResNet GNMT
4 x Tesla T4 |5185.71|207.14
8 x Tesla T4 |5193.33|/197.65
20 x Tesla T4|5176.61|188.80

Tabnuua 1. YOoenbHble NnoKasaTenu cuctemsl Ha ogHoM GPU

Takum obpasom HabnogaeTca NoYTH NMHeNHoe MacwTabupoBaHme pesynbTaToB beHYMapKa ¢
KonnyecTsoM GPU. AnnapaTHble OT/IMYNS TECTUPYEMbIX KOH(UIYpaLni, OT KOH(UIrypaLuui Beille,
MOrYT MPUBOAUTL K CHUXEHUIO Npon3BoanTenbHOCTY 0 30%.

Mo 3aBepLIEHNIO Ka)KaA0ro TecTa HeobxoAMMO OCTAaHOBUTb KOHTEMHEP, UCNOJb3YyS Clieayowmne
nencTeuns:

1. MepeknoUYnTbLCS B TEPMUHAN, FAe 3anylleHa celyoulas KoMaHaa
$ sudo docker-compose up

2. lpepBaTb €€ ncrnosHeHne Haxas covyeTaHne knasmw «CTRL+C»
3. OCTaHOBUTb KOHTENHEpP, UCMOJIb3YS CeayoLy KoMaHay

$ sudo docker-compose down

BanuAaHOCTb pe3ysibTaTOB TECTUPOBAHUA B peXxume «Server»

TecTUpoBaHMe B pexunme «Server» noapasyMeBaeT, YTO pe3ysibTaTbl Ba/IMAHbI TOJIbKO €C/iM 0T
MOCTAHOBKM KaXKA0ro C3MMJia B 04epefb [0 NOyYeHUs 0TBETA NPOX0AM0 bbl MeHbLIE BPEMEHU, YEM
3a/laHHOEe MoPOroBOE 3HAYeHMNe, KOTOPOE MOXHO HaTK B Tabauue

https://github.com/mlperf/inference_policies/blob/master/inference rules.adoc#41-benchmarks

OCHOBHble NapaMeTpbl, BAMAOLLNE HA NPOXOXAEHNE TecTa CUCTEMOW, ONUCaHbI B JAHHOW CeKLUN,
Tabnuua 2. ®ann gnmt/Server/config.json 1 Tabnuua 4. ®ann resnet/Server/config.json.
JonosiHuTeNbHbIE NapaMeTpbl TakXXe MOryT UMETb BAUSHWUE Ha MPON3BOAUTENBHOCTb U Ha
BasmaHoCTb BeHYMapka. bonee nogpobHoe onucaHne BAMAHMA NapaMeTpoB Ha
NPON3BOANTENBHOCTb U BaIMAHOCTb TECTa, U anroputm noadbopa onTUManbHbIX COAEPXKaTCA B
LOKYMeHTe

https://github.com/mlperf/inference_results v0.5/blob/master/closed/NVIDIA/performance_tuning_guid
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BanngHocTb pe3ynbTaToB 0603HavaeTcs cnosom «VALID» B BbiIBOAE, HEBANMAHOCTb CJIOBOM
«INVALID». Ina nony4yeHna BaanmaHbIX pe3ynbTaToB HeobxoamMMo 3agaTh noaxoaswme ans
CUCTEMbI MapaMeTpbl TECTUPOBAHUA.

OCHOBHOW NapameTp, BAUAIOWMIA Ha BaJMOHOCTb pe3ybTaToB — «server_target_qps», uenesoe
KOJIM4eCTBO 3arpoCcoB B CEKYHAY, KOTOpoe OyAeT 0TCbl1aTh FeHEPATOP Harpy3ku. YacTu4Ho Kof,
KOTOPbIN YTOYHSAET 3TO 3Ha4YeHue C MOMOLLbI0 BMHAPHOro MOUCKa MHKOPNOPUPOBAH B CaM reHepaTop
Harpy3ku LoadGen", ofiHako pe3ynbTaTbl TECTa 3aBUCAT OT UCXOAHOMO 3HAYEHMS.

MonyyeHne BanMAHbIX pe3ysibTaToOB He rapaHTUPYeT, YTO NoJlyYeHbl MaKCMMalibHble BO3MOXXHbIE
pe3ysibTaTbl TECTUPOBAHMWSA, TaK KaK OHWN 3aBUCAT OT MHOIMMX NMapaMeTpoB, YKa3aHHbIX B
KOH(MIYpaLMOHHbIX (halnax, v Npu HEKOTOPbLIX KOMBUHALMAX MOTYT ObITb BaIMAHBIMYK, HO
3aHMXEHHbIMWN. 3aHMXEHHbIMU CHUTAKTCA pe3y/ibTaTbl, MPU KOTOPbIX MOXXHO YBEMYUTL 3HaYeHne
«server_target_qps» Ha 5% 1 nogobpaTb Taky KOH(UrypaLMo NapaMeTpoB, YTO NATb 3aMyCckoB
TecTa nogpan BolAaAyT BanugHble pe3ysbTaThl.

Tect «MLPerf Inference GNMT»

1. BoinonHgem genctema 1-10 cekunn Tect «MLPerf Inference GNMT» B yacTu NMpoBepeHue
TecTUpoBaHuA ana pexuma «Offline».
2. 3anyckaeM TeCT KOMaHAaou

make run RUN ARGS="--benchmarks=gnmt --scenarios=Server --
test mode=SubmissionRun "

3. Mo oKoH4YaHuIO TeCTUpPOBaHUA OypeT BhigaH pe3ynbTaT UCNONIHEHUA. B kayecTBe
eAMHULbI U3MepeHUs NPUHMMAETCA NokKasaTesib «KOJIMYECTBO CIMIJIOB B CEKYHAY>.
ByaeT BbiBeAEeHO coobLueHne 0 TOM, yCNELHO /I CUCTeMa NPOoLUJia TeCT Ha TOYHOCTDb U
coobLieHue, BaNuAHblI pe3ynbTaTbl WU HEBAJIMAHBI.

Ecnm pe3ynbTaTbl HEBASIMAHbLI, U3MEHUM MapamMeTp «server_target_qps» 1 UHblE NapaMeTpbl B
KOH(MIypaLMOHHbIX (haitnax. OCHOBHbIE MAapaMeTpbl, BAUAIOLLME Ha pe3yNbTaT ONMcaHbl B Tabamuax
HUXeE.

MapamMmeTp Kniou OnucaHue

Llenesoe 3HavyeHne konmyecTsa obpabaTbiBaeMblx
CeMnoB B CeKyHay. Ecnn yka3zaHo canwkom 6osnbLioe
3Ha4yeHune, He BCe 3anpocbl 6yayT BOBPEMS BbIMOSHEHbI U
pe3ynbTaT TEeCTUPOBAHNS OKaXKeTCA HeBanngHbIM. Ecnu
YyKa3aHO CJ/INWKOM MaJieHbKOe 3Ha4YyeHue, pesynbtaTt
TecTupoBaHus byaeTt BaanaeH, HO 3aHMKEH.
M3HavyanbHOe 3HaYeHne pekomeHayeTcs BbibupaTth no
Tabnuua 1. YaenbHblie noKkasaTesim CUCTEMbl Ha
oaHoM GPU. YacTu4yHO Ko, KOTOPbLIA YTOYHAET 3TO
3Ha4yeHne C NoMOLLbI0 BMHAPHOro Nomcka
WHKOPMOPUPOBaH B CaM reHepaTop Harpysku LoadGen”,
OLHAKO pe3y/ibTaTbl TeCTa 3aBUCAT OT UCXOLHOr0
3HaYeHus.

gnmt -

server_target_qps server_target_gps
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MapameTp Kniou OnucaHue

Konn4yecTsBo C3MMJIOB, KOTOpbIE co6|/|par0Tc9| B 0UH 6aTy

batch_sizes gnmt - batch_sizes |anga otnpasku Ha GPU. MoryT KOMNWAMpoOBaTbCA

HeCKoJIbKo BO3MOXHbIX batch_size ogHoBpemeHHO.

concurrency gnmt - concurrency

KonnyecTBo 04HOBPEMEHHO UCnosHALWKNXxca Ha GPU
H6aTyen nHgepeHca.

precision gnmt - precision AnnapaTHas TOYHOCTb BbI4YUC/IEHUI.

Tabnunua 2. ®ann gnmt/Server/config.json

MapameTp Kniou OnucaHue

server_target _qps * Server.target_gps

3HavyeHne HeobxoaMMO yCTaHaBAMBaTb B TOYHOCTM
paBHbIM 3Ha4YeHuo B hanse
gnmt/Server/config.json. CmoTpu Tabnuua 2. ®ann
gnmt/Server/config.json

OctanbHble napaMeTpbl

3afaHbl npasunamm MLPerf n He nognexat
N3MEHEHMUIO.

Tabnuua 3. ®ann gnmt/Server/user.conf

Ons penakTupoBaHUs anios:

1.

®

10.

11.

OTKpblBaeM AOMONHUTENbHBLIA TEPMUHA U NepexoanmM B nanky «~/miperf_gnmt/compose».
$ cd ~/mlperf gnmt/compose
MooknyYaeMcs K KOHTenHepy

$ sudo docker-compose exec mlperf-gnmt /bin/bash

. OTKpblBaeM Ha pefilakTupoBaHue json-an nobbiM yaobHbIM pefakTopoM

/work/measurements/T4x8/gnmt/Server/config.json

N3meHsiem napameTpbl cornacHo Tabnuua 2. ®aunn gnmt/Server/config.json.
CoxpaHseM 1 3aKkpbiBaem an.

OTKpbiBaeM Ha pegakTuposaHue conf-pann nobeiM yL0OHBIM pefakToOpOM
“/work/measurements/T4x8/gnmt/Server/user.conf”

3meHsem napameTpsbl cornacHo Tabnuua 3. ®aun gnmt/Server/user.conf.
CoxpaHsieM 1 3aKpbiBaeM hanJi.

. - 13mMeHeHwue nHbIX NapaMeTPoB B 3TUX KOHUIYPaLMOHHbIX (haitiax ToXe BAMseT Ha

pe3ynbTaTbl TecTa. Ansa 6onee TOHKOW HaCTPONKM HeobxoanMo 06paTUTLCA K LOKYMEHTaLum
Tecta MLPerf Inference, yka3aHHON B BanupHOCTb pe3ynbTaToOB TECTUPOBAHUA B peXume
«Server».
Mepe3anycTum TecT KOMaHAoW U3 NyHKTa 1. Ecin pe3ynbTaTbl TeCTa BCE eLlé HeBaMAHbI,
nosTopum npouenypy 1 - 10.
Ecnn pesynbTaThl BasIMAHbI, MPOBEPUM, YTO OHWN HE 3aHMXKEHbI:
1. YBennuymm 3HavyeHune «server_target_qps» Ha 5% B KOHPUTypaLMOHHBIX pannax.
2. 3anyCcTuMm TecCT NATb pa3 NogpsanL Kak B MyHKTe 1 m noCMOTPUM, Bbl4ana i CUCTEMa XOTH
Obl pa3 HeBanMOHbIE pe3ysibTaTbl.
3. Ecnm cuctema Bblfana BannAHble pesynbTaThl BCe NATb pas, npegbiaywme pesynbtaThbl
Obl/11 3aHMXKEHbI. MOBTOPUM NMYHKTHI 1 - 11.
4. Ecnu cuctema BblAasia HeBaMAHbIe pe3ysibTaThbl X0TS Obl OAUH pa3, U3MEHUM
napameTpsbl, 3apuKkcMpoBaB «server_target_qps» cornacHo NyHKTam 4 - 9 n NOBTOPUM
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TecTt «MLPerf Inference ResNet»

1. BeinonHsiem Bce genctems 4 ns cekumm Tect «MLPerf Inference ResNet» B yactu
MpoBepeHue TecTupoBaHusa ana pexuma «Offline».
2. Mocne 3T0ro Heob6xo0aMMO 3anyCTUTb TECT KOMaHAOM

make run RUN ARGS="--benchmarks=resnet --scenarios=Server --
test mode=SubmissionRun *“

Mo oKoH4YaHuIo TeCTUpoBaHuA 6yp,eT BblAadH pe3ynbTaT UCNOJIHEHUA. B KayecTBe eAUHULbI
U3MepeHua NPpUHUMaeTCAa NoKa3daTeJib «KOJIN4eCTBO C3MIJIOB B CEKYHAY». Eyp,eT BbiBeAeHOo
coobweHue o TOM, YCNEeLUHO I CUCTeMa npoLuJsia TeCT Ha TOYHOCTb U cooﬁu.l,erme, BaJIMAHbI
pe3ysbTaThbl UWJIN HEBAJINAHDI.

Ecnn pe3ynbTaThl HEBaIMAHLI, U3MEHNM NapaMeTp «server_target_qps» v UHble NapaMeTpbl B
KOH(UrypaLMOHHbIX daitiax. OCHOBHbIE MapaMeTpbl, BAMSIOLLME Ha pe3ynbTaT onncaHbl B Tabauuax
HUXe.

MapamMmeTp Knioun OnucaHue

LleneBoe 3HavyeHne KonnyecTea obpabaTbiBaeMbIX
CEMNNOB B CEKYHAY. ECM yKa3zaHO C/IMLIKOM
60/bLLIOE 3HaYeHMe, He BCe 3anpockl byayT BoBpeMs
BbIMOJIHEHbI U Pe3ynbTaT TECTUPOBAHNS OKaXKeTCs
HeBanMAHbIM. ECIM yKa3aHO CNMLIKOM ManeHbKoe
3HaYeHune, pe3ynbTaT TeCTUPOBaHUS ByaeT BaMaeH,
HO 3aHMXeH. I3Ha4YanbHoOEe 3HaYeHune
pekomeHayeTcs BbibmpaTb Nno Tabnuua 1.
YpenbHble NnoKasaTtenun cucteMbl Ha ogHoMm GPU.
YacTMYHO KO, KOTOPbIN YTOYHSET 3TO 3HAYEHUE C
NoMoLL b0 BMHAPHOIO MOMCKa NHKOPMOPUPOBaH B
caM reHepaTop Harpysku LoadGen®, ogHako
pe3ysibTaTbl TECTa 3aBUCAT OT NCXOLHOr0 3Ha4YeHus.

Tonbko ans 6eHYMapka resnet. Y1Cno MUNIMCEKYHA,

resnet -»

server_target qps | | rver_target gps

. resnet -» nocne Kotoporo Ha GPU B ntobom cnyyae
deque_timeout_us . ,
- - deque_timeout us oTnpasBnseTca 6aTy, Aa)ke eCNn OH eLLé He
3an0NHWSICS 3anpocaMin LeSINKOM
. resnet -» KonnyecTtBo C3MNN0B, KOTOPbIe cObupatoTcs B 0ANH

gpu_batch_size :

- - gpu_batch_size 6aTy onsa otnpaBky Ha GPU.

. resnet -»

gpu_inference . KonnyectBo 0gHOBPEMEHHO ncnosiHAWmnxca Ha GPU

- gpu_inference

_streams 6aTyen nHpepeHca.

_streams

Tabnuua 4. ®ann resnet/Server/config.json

MapameTp Kniou OnucaHue

3Ha4veHme HeobxoanMMo yCTaHaBAMBATL B TOYHOCTH
paBHbIM 3Ha4YeHuto B haine
resnet/Server/config.json. CmoTpn Tabnuua 4.
®ann resnet/Server/config.json

server_target_qps *.Server.target_gps
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MapameTp Kniou OnucaHue

3apaHbl npasunamu MLPerf n He nognexat

OcTanbHble napaMeTpbl
N3MEHEHNIO.

Tabnuua 5. ®ann resnet/Server/user.conf
Ons penoakTupoBaHUs anios:
1. OTKpbIBaeM AOMONHUTENbHBIN TEPMUHAN U NepexoanM B nanky «~/miperf_gnmt/compose».
$ cd ~/mlperf gnmt/compose
2. Mookn4aeMcs K KOHTenHepy
$ sudo docker-compose exec mlperf-gnmt /bin/bash

3. OTKpblBaeM Ha peflakTupoBaHue json-ans nobbiM ya0bHBIM pefakTopoM
/work/measurements/T4x8/resnet/Server/config.json

4. 3meHseM napameTpbl cornacHo Tabnuua 4. ®aun resnet/Server/config.json.

5. CoxpaHseM 1 3aKkpbiBaem an.

6. OTKpblBaeM Ha pefakTupoBaHue conf-chann nobbiM yaobHbIM pefakTopoM
/work/measurements/T4x8/resnet/Server/user.conf

7. N3meHsieM napameTpsbl cornacHo Tabnuua 5. ®ann resnet/Server/user.conf.

CoxpaHseM 1 3aKpbiBaem an.

9. VI3MeHeHue MHbIX NapaMeTPoB B 3TUX KOHMUIYypaLMOHHbIX aiiax ToXe BANSEeT Ha
pe3ysbTaThl TecTa. Ansa 6onee TOHKON HAaCTPONKM HeOobX0AMMO 06paTUTLCA K AOKYMEHTauum
Tecta MLPerf Inference, yka3aHHON B BanupaHOCTb pe3ynbTaToOB TECTUPOBAHUA B peXume
«Server».

10. Nepe3anycTm TeCT KOMaHAoM N3 NyHKTa 1. ECnn pe3ynbTaThl TECTa BCE elé HeBaNaHbI,
nosTopum npouenypy 1 - 10.
11. Ecnu pe3synbTaThl BaNUAHbLI, MPOBEPUM, YTO OHN HE 3aHWXKEHbI:
1. YBenu4ymm 3HaveHve «server_target qps» Ha 5% B KOH(UIYypaLMOHHbIX (hannax.
2. 3anyCTuMm TeCT NATb pa3 Nogpsas Kak B MyHKTe 1 n nocMOTpUM, Bbl4ana v CUCTEMA XOTH
Obl pa3 HeBaMOHbIE pe3ysibTaTbl.
1. Ecnm cuctema Bblfana BaJiMHble pe3ynbTaThl BCE NATb pa3, npedblaywine
pe3ynbTaTbl 661K 3aHMXKEHbI. [TOBTOPUM MyHKTHI 1 - 11.
2. Ecnm cuctema Bbifana HeBasMAHble pe3ynbTaThbl XOTA Obl O4MH pa3, U3MeHUM
napameTpbl, 3anKCMpoBaB «server_target_qps» cornacHo nyHKTam 4 - 9 un
NOBTOPMM LleNCTBUSA U3 NyHKTa 11 b

©

TecT «Kaldi»

0nq BbinonHeHna TecTa «Kaldi» HeobxoamMmo npofenaTh Cnegyolne LencTBus:
1. 3anyctunTb KOHTenHep 13 penosntopms NGC Ha NoKanbHOM y3/e

$ docker run --gpus all -it --ipc=host --name kaldi
nvcr.io/nvidia/kaldi:20.03-py3

2. TMocne ycnewHoro ckauymBaHus 1 3anycka obpasa aBTOMaTUYECKM NOJIb30BaTE/ b NONaAeT
BHYTPb KOHTelHepa
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3. CnepyeT nepeiTu B paboyyto AUPEKTOPULO TecTa
$ cd /workspace/nvidia-examples/librispeech/
4. Heo6X04MMO BbINOAHWUTL CKPUNT NpeLBapuTeNbHON NOAMOTOBKY «prepare.sh»
$ ./prepare.sh

1. [1ns 3anycka TecTa HeobXxo4MMO BbIMOJIHATL OfHY U3 CleAYOLLINX KOMaHA:
1. Ecav ucnonb3yeTcs 0aMH rpaduyeckunii NpoLeccop B cepeepe

$ ./run_benchmark.sh
2. Ecnn ncnonb3yeTtcs HECKONbKO rpanyeckmx NpoLeccopoB B cepeepe

$ ./run_multigpu benchmark.sh

Mo oKOH4YaHMIO TeCTUPOBaHUA OyaeT BbigaH pe3ynbTaT TECTUPOBAHUA B peXXMMe NMOJIHOU
3arpy3ku. B KauecTBe eaMHULbI U3MEPEHUA NPONYCKHOW CNOCOOHOCTU NPUMHMMaeTCA
nokKasaTesib «<yCKOpeHue oTHOCcuTenbHo peanbHoro BpemeHun» (RTF, Real Time Factor),
KOTOpPbIA U3MepsieT OTHOLUEHUEe MeXAy AJIMTENIbHOCTbIO BCeX pacno3HaHHbIX BO BpeMs
6eHuMapka ¢pa3 n BpeMeHeM, 3aTpa4yeHHbIM Ha UX pacno3HaBaHue. B KayecTBe eaMHULbI
n3MmepeHusa TouHoctn npumensetca WER (Word Error Rate) — cpeaHee HoOpMUpoBaHHOe
paccTosiHue JleBeHLUTEWHA B CJIOBAX MeXAY CKa3aHHbIMMU U NpeacKasaHHbIMKU hpa3amu.
ByneT BbiBeAeHO COOOLeHue 0 TOM, YCNELUHO JIu CUCTEMa NPOLUJIa TEeCT Ha TOYHOCTh U
coobLweHue, BanuaHbl pe3ysbTaTbl N HEBAJINAHDI.

MpoBeném B TOM e KOHTenHepe TecT «Kaldi» B OHNaH cLueHapun, Koraa Ha cepBep reHepupyeTcs
AVHaMU4YecKas Harpyska u u3mMepseTcs He TOIbKO NPOMycKHas CNOCOBHOCTb, HO U 3a4epXKKMU.
PesynbTaThl TecTa 3aBuUCAT OT napameTpa «ONLINE_NUM_PARALLEL_STREAMING_CHANNELS» —
Lesioe Yncno, KoanM4yeCcTso OQHOBPEMEHHO TPAHCIMPYEMbIX HA CepBep KaHanoB. 3Ha4yeHue 3TOoro
napamMeTpa HeobXoAMMO BbIYUCUTL MO (hopMyne

yuncnokaHanos > floor(RTF \ast 0.8)$**, *x*

roe RTF yckopeHne 0THOCUTENbHO peasibHOro BpeMeHu, U3MepeHHoe B NyHKTe 5.

1. 1na 3anycka TecTa HeobxoauMO BbINOSHUTL OAHY U3 CNedyoLWnX KOMaHa:
1. Ecnm ucnonb3yeTcs 04MH rpachMyecKuin npoLeccop B cepeepe

$ ONLINE=1 ONLINE NUM PARALLEL STREAMING CHANNELS=<4ucno kaHanos> \
./run_benchmark.sh

2. Ecnv ncnonb3yeTcs HECKOMbKO rpauryecknx npoueccopos B cepaepe

$ ONLINE=1 ONLINE NUM PARALLEL STREAMING CHANNELS=<4ucno kaHanos> \
./run_multigpu benchmark.sh

Mo okoH4YaHMIO TeCcTMpOBaHUA OyaeT BbiAaH pe3ynbTaT UCNOJIHeHUA. B KayecTBe eAUHMLbI
M3MepeHuUs 3a8epP>XXKU NPUHMMAETCA NoKasaTtenb «95-i nepueHTUNb 3agepXxkKu» (Latency @
95%), KOTOpPbIX U3MepPSAeT BpeMs MeXAy OTNnpaBKou pparMeHTa Ha pacno3HaBaHue U
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noJiy4ueHueM pacno3HaHHOro (pparMeHTa B CEKyHpax Npu KoJsimyecTse 3anpocos,
yCTaHOBJIEHHOM Ha 80% OT NPONyCKHOW CNOCOOHOCTM B pe)XuMme NoNHOM 3arpy3ku. byger
BbiB€L€HO COOOLLeHue O TOM, YCNELUHO JIn CUCTeMa NPOoLUJia TeCT Ha TOYHOCTb U
coobLieHue, BaiMAHbI pe3ynbTaTbl UM HEeBaJIMAHbI.

OononHuTenbHaa MHopMaLma

MOHUTOpPUHT

Ins NonyYeHnst Hanmay4lnx pe3ybTaToB TECTOB PEKOMEHAYEeTCS MPOBOAUTL U3MepeHus be3
MCNOJIb30BAHNS MOHUTOPUHIa.

Mpu HeobXoAMMOCTMN NONYHEHUSI AAaHHbIX MO MOHUTOPUHIY, PEKOMEHAYEeTCs NPOM3BOANTL 3aMycK
TeCTOB B [1Ba NPOX0Ja: C BKJILOYEHHbIM MOHUTOPUHIOM 1 6e3 Hero.

PekomeHayeTcs ucnonb3osate DCGM ana HabnwoaeHns 3a GPU. lokymMeHTaumsa ¢ onncaHnem
npoLecca yCTaHOBKM JOCTYMNHa MO CCblJIKe (CKavyaTb AAHHbLIN NakeT MOXXHO No afpecy:
https://developer.nvidia.com/dcgm):
https://docs.nvidia.com/datacenter/dcgm/latest/dcgm-user-guide/getting-started.html#installation

0na nonyyeHns pesynbTaToB MOHUTOPUHIa B (hoopmaTe Prometheus, pekoMeHayeTCs UCNOb30BaTh
cnenyloLnia penosnTopuin N KoL
https://github.com/NVIDIA/gpu-monitoring-tools/tree/master/dcgm-exporter

Cnctema moHuTOpuHra Zabbix Bepcumn 4.2 1 Bbilwe nopaepXnsaeT cbop AaHHbIX B hopMaTe
Prometheus:
https://www.zabbix.com/documentation/4.2/manual/config/i"tems/itemtypes/prometheus

C6op MeTpMYECKNX AaHHbIX MOXKHO OCYLLECTBAATL NPW NoMoLM yTuanTbl «nvidia-smi» . Mpumep
KOMaHAbl cbopa pa3nnyHbliX METPUK pa3 B CeKyHAY B csv hann ~/mliperf_gnmt/nvidia-smi-metrics.csv
npvBeLEH HMXE:

nvidia-smi \--query-
gpu=timestamp,name,pci.bus id,driver version,pstate,pcie.link.gen.max,pcie.l
ink.gen.current,temperature.gpu,power.draw,power.limit,utilization.gpu,utili
zation.memory,memory.total,memory.free,memory.used --format=csv -1 1 | \

tee -a ~/mlperf gnmt/nvidia-smi-metrics.csv

VIHTepaKTUBHbLIN BapuaHT 0TOOparKeHNs METPUYECKNX AaHHbLIX MOXKHO MPOM3BOAUTL CNeayoLen
KOMaHAOoun:

nvidia-smi dmon

@ Copyright: HAW MACLUTAB
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