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2022 - CpaBHeHuMe pewieHun VSI/VDI

“ Fix Me!

KoHdurypauus obopynosaHus

B kavyecTBe 0bopynosaHus cteHga bbinm ncnonb3osaHbl 3cepepa HPE DL360 Gen9. Kaxxabii cepeep
B CNefyloLlen KoHpUrypauum:

¢ 2 x Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz
e 4 x 32GB DDR4 (cymmapHo 128 GB Ha cuctemy)
e 4 x HDD SAS 1,2 TB 10kRPM (ST1200MM0129)
4 x SSD SATAG6 240GB (MZ-7KH2400)

Smart Array P440ar

HP Ethernet 1Gb 4-port 331i Adapter

HP Ethernet 10Gb 2-port 530FLR-SFP+ Adapter

CepBepbl HACTPOEHbBI B PEXNME AUHAMUYEKOr0 3HepronoTpebneHns
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 m— iLO 4 Local User: mchus HOME SIGN OUT

Hewlett Packard " o iLO Hostname: ILOMXQ74301YIKC
Enterprise ProLiant DL360 Gen9

Z
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Expand All Power Settings

~ Information -

Overview Power Regulator Settings

System Information Power Regulator

iLO Event Log @® Dynamic Power Savings Mods
) Static Low Power Mode
Integrated Management Log ) Static High Performance Mode

0S Control Mode
Active Health System Log

Diagnostics
Location Discovery Services
Insight Agent

> iLO Federation

Power Capping Settings

» Remote Console

. . Measured Power Values  Watts Percent (%) Power Cap Thres
> Virtual Media Maximum Available Power | 500 Watts 102% Maximum Power
Peak Observed Power 490 Watts 100% Minimum High-P
~ Power Management Minimum Observed Power | 107 Watts 0% Minimum Power
Server Power Power Cap Value 0 Watts 0 %
Power Meter
[] Enable power capping
¥ Network -
> Remote Support - '

(Dpower:on () uin: oFF
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®YHKUHMOHAJIbHOE TeCTUPOBaHUe BUPTYaJIbHON UH(PPACTPYKTYPbI

CuctemHble TpeboBaHuA

VMWare |ECP AneT AneT
MapameTp vSphere  |Veil HostVM|BPECT|P-BuptyanusauusCepsep |Cepsep
P Nebula |PVE
funepsusop
Anep vCPU 2 2 4 2 1 1
MamaTtb 4 8 2 4 4 2 2
[nckoBasi EMKOCTb 32 32 64 20 100 7 7
LLeHTp ynpasneHus
Anep vCPU 2 4 2 | 2 -
MNamaATb 12 4 2 |- 2 -
[InckoBast EMKOCTb 579 25 20 |- 100 -
f'MnepkKkoHBepreHuus
SSD 1 x 100G
HDD
CeTb 1Tréut
Mpepensl
VMWare ECP AnbT ROSA
Napametp |vSphere| Veil HostVM|BPECT| Cepsep |, ﬁ:bTPVE CKf{;:'P P-BupTy7a3u3au.ml Virtualization
v7.0U2 [v5.10 Nebula peep . y 2.0
KoHnTponnep
Y3noB 2500 |2500 500 - OrpaHUYeHN HET
BM 45000 |35000 10000 - OrpaHUYeHN HET
BKmoglslHHb'X 40000 |30000 - OrpaHNYeHnin HeT
Knactep
CepBepoB B 32 (pekoM. |orpaHnyeHuni . 2
knacTepe 96 96 16) et V OrpaHuYeHunit HeT
BM B 8000 110000 OrpaHnYeHnn|orpaHn4eHnm OrpaHNYeHII HeT
KnacTtepe HeT HeT
Bri0ueHHbIX OrPaHNYEHNI|OrpaHNYeHNI
BM Ha 8000 P P OrpaHUYeHN HeT
HeT HeT
KnacTep
XpaHunuwe
MonesHsbin 816
obbem
Y3en
Mpoueccopos 16 512 - -
Torneckux | g96 | 768 512 512
anep
vCPU 4096 | 3056
NamaTy 24 Tub T2|/|45 24 Tub 24 Tub 1767
BMHay3en | 1024 |1024 OrpPaHNYeHNn HeT
[lnckoBas
eMKOCTb Ha 50 TG *
y3en
BM
vCPU 768 | 255 | | 240 | 240 240 [240° 64
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VMWare| ECP AnbT ROSA
MapameTtp |vSphere| VeilL (HostVM|BPECT| CepBep Ce ‘B\:“PVE Cng‘?'P P-BupTy7a3u3au,m| Virtualization
v7.0U2 |v5.10 Nebula peep : : 2.0
16 x
vMem 24Tub | 24 4 Tub 1Tub 1Tvb |1 Tub® 1Tub
Tnb
vDisk obbem | 62 TB |64 TB 128 Tnb 16 Tnb
. 4 IDE, 15 SCSI, 15
vDisk kon-Bo VirtlO
vNet Kon-Bo 15
KoHTenHepbI
CPU 647
MEM 1Tug?
vDisk 0bbem 50 Tub
vDisk kon-Bo 15 wr.
Net 15
VSI
VMWare Microsoft ECP AnbT AnbT ROSA
MapameTtp vSphere Hyper-V VeilL |HostVM|BPECT CepBep CepBep|CKAJIA-P 1.94 |P-BupTtyanusauusa Virtualization
P yp v5.10 Nebula  |PVE 2.0
'vnepsusop ESXi Hyper-V  |[KVM |KVM KVM KVM KVM KVM KVM KVM
Cncrema ECP
yrnpaBaeHus vCenter |SCVMM Veil oVirt OpenNebula|OpenNebula|PVE P-BupTyanusauns|Virtuozzo oVirt
BMpTYyanun3sauunen
N3MeHeHUe BUPTyanibHOro ob6opynoBaHusa 6e3 BbIKJOYEHUSA MaLLUHbI
. ECP Anbt |AnbT ROSA
MapameTtp :llgwl\':::: ﬁ'c'::%ft VeiL |HostVM|BPECT|CepBep|CepBep i:l;l‘\lﬂA-P P-BupTtyanusauus Virtualization
P yp v5.10 Nebula PVE | 2.0
Disk, Disk, vCPU,
HobasneHne |vCPU, vCPU, RAM, .
“Ha neTy”  |RAM, RAM, HDD, Nic,|Disk: NIC
NIC, USB NIC USB
3meHeHne
BUpTyanbHou |[a Ha HeTt
cetun
YBenunyeHve 9)
obbeMa ancka fa Aa Het
KnoHunposaHue
BM HeTt HeTt
BbicOKas BOCTYNHOCTb
. . AnbT |AnbT ROSA
MapameTp :Ilglv:::: Elcr::t\)lft sgige"' HostVM|BPECT |CepBep|CepBep :KQI:HA-P Pocnnatdopma Virtualization
P yp ' Nebula |PVE | 2.0
High 10)
Availability (B fa fla fla fa fla
g:/lnnMKau,vm ACUHXPOHHas ACVHXpOHHas HeTt Het
Fault
Tolerance fla Het Het
KoHTelHepbl
. ECP AnbT  |AnbT ROSA
MapameTtp xgwl\rl::: mlcr:rs:?lft VeilL |HostVM | BPECT|CepBep|CepBep EK;‘\I"A'P P-BupTtyanusauun|Virtualization
P yp v5.10 Nebula PVE | 2.0
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. ECP Anbt  |AnbT ROSA
MapameTtp yyvx::: ::'cr::%ﬂ VeilL |HostVM BPECT|Cepsep|CepBep ggﬁ"A'P P-BupTtyanusauun|Virtualization
P yp v5.10 Nebula [PVE y 2.0
MoaAepxka 11)
KOHTENHepoB fa fa Het Aa
Tun y docker LXC OpenVZ
KOHTeNnHepoB
DRS
. . AnbT |(AnbT ROSA
MapameTtp yypvl\:::: x;;r::%ft \Egil’l.:)le“- HostVM|BPECT|Cepsep|CepBep EI;I;\IHA-P Pocnnatdopma|Virtualization
' Nebula |PVE ' 2.0

ABTOMaTU4eCKas
MUrpaums ans
6anaHcMpoBku fa fa fia Het
Harpysku
ABTOMATUYECKNI
BbIGOp y3n1a BO la fla HeT
BpeMS 3anycka
MalLLMWHBI
ABTOMaTUYECKUN
BbI6Op y3Na BO
Bpems
aBapuinHoOro fla fia fa
nepesanycka
MalLLWHBI

DRS Score

T?Tg;n%lac?rm” CPU, Memory, Kon-so
MeTpukun DRS SCYDCOB 1 Memory, CPU&Memory|3anyLueHHbIx BM

PECyp CPU&Memory N KOHTelHepoB

MUrpaLmmn

BM
Mpaswnno
NCKI0YeHNe
X0CTa 4ns Aa fa
MaluHbl
Mpasunno
NPUBA3KN
MaLUWHbI K XOCTY fa fa
13)
D,ucxosau noacucteMa

. ECP AnbT |(AnbT ROSA
MapameTp ¥gw|¥::: m'cr::?’ft Veil HostVM|BPECT|CepBep|CepBep g';ﬁ"A'P Pocnnatdopma|Virtualization
P yP v5.10 Nebula |PVE . 2.0
[a, HO He 14) 15)

3arpyska c USB DEKOMEHIYeTCH HeTt HeTt HeTt HeTt Het la La
JlokanbHbIN
NpPOrpamMMHblii HeTt Ha (ZFS) |Oa Oa (ZFS) |HeTt HeTt
RAID
Komnpeccus HeTt Ha (ZFS) \q/g%@ Oa (ZFS) |HeTt HeTt
Henynnukaums HeT Ha (ZFS) \L}E%ﬁ Oa (ZFS) |Het HeTt
MopoepxnBaemble
thalinosble NFS NFS NFS NFS Het V"
NPOTOKOJbI
Mopaepxnsaemble CEPH,
MPOTOKOAbI SDS HeT GlusterFS GlusterFS P-XpaHunuwe|P-XpaHunuiie
MopnepxvnBaemble
6104HbIE FC, iSCSI iSCSI, FC iSCSI, FC Het ™
NPOTOKOJIbI
KnactepHas ®C |Oa, VMFS GFS2 HeTt HeTt
CuHxpoHu3aums  |(Hepes Mo
KNnacTepHom ¢ |XpaHuauwie Ethernet Her Her
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MporpaMMHo-onNpenenseMoe XpaHuauLLe

VMWare Microsoft ECP AnbT |(AnbT ROSA
MapameTp vSphere Hvper-V Veil HostVM |[BPECT|Cepsep|CepBep|Ckana-P P-Xpauunuwe |Virtualization
P yP v5.10 Nebula |PVE 2.0
WHTerpuposaHHoe 19) 20)
B peLueHme Ra Aa Ha Het |Her  |Oa la Ja
Ha3BaHue VvSAN GlusterFS|GlusterFS|CEPH CEPH  |P-XpaHununwe|Virtuozzo Storage
MuH1ManbHoO
2 cepBepa + 21)
BO3MOXXHas cBMZETENb 4 cepsepa 1 cepsep
KOHUrypaums
MuH. y3n08 3 4 cepsepa *? |1 cepeep
MwuH. y35108B C 23)
oncKamu 2 4 cepsepa 1 cepsep
MWH. AMCKOB Ha 2 nobbix 2 nobbix
cepsep HakonuTens |HakonuTens
Yepes Yepes
Komnpeccusa All Flash only ZFS ZFS Het Het
Yepes Yepes
Depynnvkaumns  |All Flash only ZFS ZFS HeTt HeTt
LLincposaHue Da, AES-256
MwuH. nponyckHas 10 rémr
CcnocobHoCTb ceTn 10 T6ur (pekomeHpyemas)
KoHdurypauuns
TosIbKO M3 HDD Het fa fia
mbpug Na na Na
All Flash Oa Ja Ha
Flash Cache 0Obs3aTensbHo Aa, [a, onumoHanbHO
onuUMOHaNbHO
MpoToKobI
BHELUHero iSCSI, S3 iSCSI, S3
nocTyna
3awmTa
penankaumen la Oa la
6n0koB (rf=x)
3awwTa Erasure
Code (m+n) All Flash only Oa la
Heckonbko
YPOBHEN B 04HOM
XpaHUAULLE Ha fla fa fla
pa3HbIX AUCKax
Heckonbko
YPOBHEN B 04HOM
XpaHuAuLe Ha fia fa fia
OAHUX ANCKaxX
MrHoBeHHble CHUMKH
VMWare|Microsoft/EC¥ Anet ARET |eanap ROSA
MapameTp vSphere|Hyper-V VeiL |HostVM BPECT|CepBep|CepBep 1.94 Pocnnatdopma|Virtualization
v5.10 Nebula [PVE ! 2.0
MrHoBeHHble
CHUMKM co3patoTca |[a Ja Ja
MIHOBEHHO
MrHoBeHHble
CHVIMKM HeT Het Het
BOCCTaHaB/IMBAKOTCA
MIHOBEHHHO
MrHoBeHHble
CHUMOK BKJH0HaeT B
cebs Ha HeT HeTt
KOH(Urypauuio
MaLUWHbI
MrHoBeHHbIe
CHUMKWN OUCKOB Ja Ja Ha "
MaLUWHbI

micronode.ru - https://micronode.ru/



Last update: 2022/10/07 06:10

wiki:benchmark:2022_vsi_showdown https://micronode.ru/wiki/benchmark/2022_vsi_showdown

MapameTp

VMWare
vSphere

Microsoft
Hyper-V

ECP
Veil
v5.10

HostVM

AnbT |AnbT

BPECT|Cepsep|Ceps

Nebula |PVE

ROSA
Pocnnatdopma|Virtualization
2.0

CKANA-P

€P|1.04

MrHoBeHHble
CHUMKN
BKJIIO4EHHON

MallWHbl, BKNOYasa

onepaTuBHYIO
namsaTb

Oa Na 25)

Pa3BeTBneHHOE
[epeBo CHUMKOB

Ha

Ha Ha

Murpaumnsa
BUPTYasbHbIX
MaLUUH npwu
Hann4um
CHanLwoToB

Oa

HeTt HeTt

Pe3epBHOe KonupoBaHue

MapameTp

VMWare
vSphere

Hyper-V

Microsoft

ECP
Veil
v5.10

HostvVM

BPECT

AnbT
CepBep|Cepsep
Nebula

AnbT

PVE

ROSA
Pocnnatdopma Virtualization
2.0

CKAJIA-P 1.94

BcTpoeHHbIn
MeXaHn3M
pe3epBHOro
KOMUPOBaHMA

HeTt

HeTt

Oa

,D,a 26) ﬂ,a

BcTpoeHHbIN
63kan no
pacnucaHuio

HeTt

HeTt

la Ha

BcTpoeHHbIn
VNHKPEMEHTHBI
63kan

la Ha

XpaHunuie
BCTPOEHHOr 0
63kana

JlokanbHas
narnka cepsepa,
P-XpaHunuue,
SSH cepsep
yepes cli

Tobas
CMOHTUPOBaHHaA
nanka Ha
cepeepe

CobCTBEHHBIN
OThesbHbI
npoayKT

HeTt

HeTt

HostVM

Het Backup

RuBackup

CobCTBEHHBIN
npoaykT
OCHOBaH Ha
0SS?

HeTt

HeTt

Bacula

HeTt

CoBMeCTUMbIN
CTOPOHHUIA
NpPoOAyKT

MHo>XecTBO

MHo>xecTBO|Acronis

Proxmox
Backup
Server

RuBackup,
Veritas
NetBackup

RuBackup

Murpauus

MapameTp

VMWare
vSphere

Microsoft
Hyper-V

ECP
Veil
v5.10

HostVM

BPECT

AnbT
Cepsep
Nebula

AnbT
Cepsep
PVE

ROSA
Pocnnatdopma|Virtualization
2.0

CKAJNA-P
1.94

JKCNopT B

OVF fla

HeT HeTt

NmnopT un3

OVF fia

Ha

HeT HeTt

NmnopT n3

VMware fia

HeTt HeTt

YnpasneHnue pecypcamu BM

MapameTp

VMWare
vSphere

Microsoft
Hyper-V

ECP
Veil
v5.10

HostVM

BPECT

Anbt |(AnbT

CepBep|CepsBep

Nebula [PVE

ROSA
Pocnnatdopma|Virtualization
2.0

CKANA-P
1.94
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. ECP Anbt [(AnbT ROSA
MapameTp VMWare Microsoft Veil |HostVM|BPECT|Cepsep|CepBep CKANA-P Pocnnatdopma|Virtualization
vSphere Hyper-V | - Nebula pve | 1-24 2.0
Mepenoanucka
cpPU Ra Da Oa Na Na
MNepenoanucka
RAM Ja Ja Ja Ja Ja
Mynsl pecypcos  |[a Ha? HeT
MapaHTuposaHHoe|CPU,
BblesieHune RAM, RAM
pecypcos HDD, NIC
CPU,
MpuopuTun3saumsa RAM, CPU
pecypcoB BM HDD. NIC
MpuopuTnsauuma
pecypcos CX[l Ha |Oa *® Het
YPOBHE KnacTepa
VDI
VMWare |ECP VeilL HostVM |CKAJIA-P .
MapameTp Horizon VDI VDI BPM Termidesk ||OpenUDS
OcHoBaH Ha 0SS? Het OpenUDS |Het
MK CB
«bpecT»,
CKANA-PTIB, oVirt, zVirt,
MNMopopepxka . vSphere VMware
VMware |ECP VeilL v7.0.3,
rMnepBr3opoB vSphere,
Openstack :
; Aerodisk
Train .
VAIr,
Openstack
“TOHKME KJIOHbI" Na Na Jla *
“TTonHbIE KNOHbI” a a a
TepMuHaneHble cepeepbl  |[a Ha
TepMUHanbHble Ia
NPUNOXKEHUS
dusnyeckme MK Oa*
MpoToKonsl
RDP, Spice,
MpoTokonsl yaanéruHoro |PColP, RDP, RDP ", Spice, RDP,
cTona Blast X2Go, RX@Etersoft **|VNC
Extreme |Loudplay
[ocTtyn 6e3 ycTaHOBKM
KnneHTa Yyepes HTMLS fla fla HeT fla
KnneHt ,EI,J'IFIVM06I/IJ1beIX Na HeT
NPUNOXKEHNI
PYyHKUMOHaN
Pe)xxum noacmaTtpusaHns HeTt
PeXxnm ynaneHHon a ¥
MOMOLLIN
3anucb ceccun HeTt
BupTtyanunsauusa
rpad.yckoputenen (vGPU) fla fla HeT fla
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VMWare [ECP Veil |[HostVM

NapameTp Horizon |VDI VDI

CKAJIA-P
BPM

Termidesk | OpenUDS

PaboTta ¢ BKC

B pa3paboTke
34)

Monutuka JINUEeH3UnpoBaHUA

Kon-Bo nosib3oBaTenen

CUCTEMBI fla
Kon-80 0/1HOBPEMEHHBIX Na
MNOAK/IYEHUIA

B CTOMMOCTb BK/tOYEH HeT
rMnepBr3op

wiki:benchmark:results:virtual_infrastructure_functional_testing

HarpysouyHoe TecTupoBaHue cpeabl

BUPTyaJin3auum

Buptyanusauus

MeToauka npoBefeHNs UCNbITAHUA
Komnpeccus u pepynankauus

HavanbHble ycnoBus

e CX[ nopgep>XunBaeT TEXHONOMNI0 Aedyrankaumum nnm komnpecuun. iHave pesynbtaT TecTa
yKa3blBaeTCs “He NPonaeHo” N UCNbITaHUSA HE BbINOJHATCS.

e CBobOOHAs ANCKOBAs EMKOCTb Ha CUCTEME XPaHEHUS AaHHbIX >3 Th

e TecTupoBaHMe NPOBOANTCS Ha NPOTAXKEHUN 24 4acoB, 6e3 y4éTa NnoaroToBUTENbHbIX

MeponpuaTUI

MeponpuaTusa No NoAroToBke

e CKkayaTb 1 pa3BepHyTb 06pa3 BMPTYyasibHON MalUUHbI Ha Cpeae BupTyanam3auun. deduper.7z

e Pa3BepHYTb TPU BMPTYasibHbIX MalLMHbI U3 WabnoHa:
o dedup
o compress
o comp_dedup

e 3apaTb 06bEM aucka Ne2 paBHbIM 1 Th, Kak yKa3aHO Ha pUCHyKe
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Edit Settings | deduper

Virtual Hardware VM Options

> CPU 2

> Memory 2

ADD MEW DEVICE ~

@

> Hard disk 1

> Hard disk 27 1

» SCSI controller O

» Network adapter 1

> Video card

VLAN_TZ ~

Whware Paravirtua

Connect...

Specify custom settings

> Security Devices

WMCI device

> Other Additiona

Mot Configured

Hardware

¢ [10 BO3MOXXHOCTM PacnosioXXnTb BUPTYasibHble MAlLMHbI HA pa3HbIX XOCTaxX BUPTyasnsaunn

MeponpusaTus no nposepke

DNlencTBne

OXupaeMblv pesynbTaTt

3anyCcTUTb BUPTYasibHble MaLLWHbI

BupTyanbHas MalnHa 3anyweHa. Bxon B
CMCcTeMy nNponsBeLEéH aBTOMATUYECKM

Ha BupTyanbHOM MawmHe dedup BbINOJHUTb
“deduplication test”

3anyLeH npouecc TeCTUpoBaHnNs

Ha BMpTyasbHOM MalLUMHE COMp BbIMNOJHUTb
“compression test”

3anyLieH npouecc TeCTUpoBaHNS

Ha BupTyasbHOM MalimHe com_dedup BbINOJHUTb
“mixed test”

3anyLeH Npouecc TeCTUPOBAHMS

OXunpante 3aBepLleHNs npouecca TeCTUPOBAHNS
- 24 vaca

TecTupoBaHMe 3aBepLUEHO

3aukcmpoBaTb 3aHATOE AMCKOBOE MPOCTPAHCTBO
BMPTYaJibHON MaLUNHOW

KoathpnumeHT paccynTbiBaeTCA NCXOLAA U3
OTHOLUEHMA pa3MeyeHHOro AUCKOBOrro
NPOCTPAHCTBA K 3aHATOMY (Hanp. 3 K 1)
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MeponpusaTusa nocsne npoBepKu

e YOannTb co3AaHHble BUPTYasibHble MaLUMHBI
o dedup
o compress
o comp_dedup

wiki:benchmark:method:storage_compression

VMware vSphere

B kayecTBe 3TanoHHOro npoaykTa 6yaeT BbicTynaTb VMware vSphere ¢ nporpaMMHbIM XPaHWINLEM
VSAN. YcTaHOoBKa cpefbl BUpTyanam3auum vSphere BknoyaeT B cebs cnefylolime 0CHOBHbIE LWaru:

1. YcTtaHoBka runepsu3sopa vSphere Hypervisor (esxi) USB HakonuTens, obbemom 32 Ib.
Pa3zbueHune oncka Nnpom3BOAMTCS aBTOMATUYECKW. Ha canTe npon3sBoanTens npencTasieHsbl
*.is0 0bpa3bl 4N OTAENbHbIX IMHEEK MMMOPTHOro cepBepHOro obopyaosaHms. B naHHOM TecTe
Obls1 MCNosb30BaH 0bpas, NoAroToBEeHHbIN AN cepeepos HPE (VMware-ESXi-7.0.3-19482537-
HPE-703.0.0.10.9.0.11-Apr2022.is0)

2. CepBep LLeHTPaN30BaHHOM0 YNPaBeHNS MMeeT COOCTBEHHbIV YCTAHOBLUMK BbIMOAHEHHbIA A5
BCEX OCHOBHbIX nMaTdopm (linux, windows, macos) 1 3anyckaeTcs C JIOKaJbHOW MalUWHbI
agMUHUCTPaTOpa, MMEKOLLEN AOCTYN K NHTepdency ynpaBaeHns 04HOro U3 rmnepsmM3opos.

3. Mpwn ycTaHoOBKe cepBepa NOLLEPKMBAETCA BO3MOXXHOCTb YCTAHOBKM Cpa3y Ha KfacTep
nporpammHo onpegensemon CXL.
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() vCenter Server Installer - - -

Installer

vimw Install - Stage 1: Deploy vCenter Server

Claim disks for vSAN

Introduction

: Claim disks for vSAN use
2 End user license agreement

3 vCenter Server deployment targst

4 set up vCenter Server VM Name Claim For Drive Type Total Capacity
Local ATA Disk (mpx.vmhba0:C2:T3:L0) i cache tier Flash 223.57G8
5 Select deployment size
Local ATA Disk (mpx.vmhba0:C2:T2:L0) i cache tier Flash 223.57G8
6 Select datastore
& Local ATA Disk (mpx.vmhba0:C2:T1:LO) i cache tier Flash 22357 GB
7 Claim disks for vSAN
A Local ATA Disk (mpx.vmhba0:C2:TO:LO) i cache tier Flash 22357 GB
8 | ocal SEAGATE Disk (naa.5000c500e27 741af) 8 capacity tier ~ HDD 1oaTe
8 L ocal SEAGATE Disk (naa.5000c500e277¢9c3) & Capacity tier ~ HOD 1oaTe
2| ocal SEAGATE Disk (naa 5000c500e277c79b) & Capacity tier HDD 10978
& Local SEAGATE Disk (naa.5000c500e277c7af 8 Capacity tier HDD 10878

8 items

Enable Thin Disk Mode

CANCEL BACK NEXT

4. ECnu ncnonb3yloTcs Anucky boislume B ynotpebneHnn Heobxoanmo o4ncTnTb Tabanuy
pasgenos (Erase partitions), nHavye ouck He npepnaraeTca AN co3gaHma Ha HEM VSAN.
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vSphere Client

B | [ vSphere - 19216812103 - Stor

] httpsy

x |+
/192.168.12.101/ui/app/host:nav=h/urn:vmomi:HostSystem:host-2... A

/& There are expired or expiring kicenses in your inventory.

192.168.12.103

I ACTIONS

Summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage v Storage Devices
REFRESH TURN ONLED  TURN OFF LED  ERASE PARTITIONS  MARK AS REMOTE
[0 | mame T | wn T | Type T | capacity T | Datastore T T

Local SEAGATE Disk (naa 5000c500e27741b7) Not Consumed Attached

mhba0-C2-T0:LO) Attached
Attached
Attached
Attached

Attached

22357 GB
22357 GB

Local ATA Disk {m| Not Consumed

Local ATA Disk {m| Not Consumed
Not Consumed
22357 GB
22357 GB

mhba0-C2T31.0) Not Consumed

mhba0-C2T21.0) Not Consumed

Virtual Machines v

VM Stal

Agent VM s

Multir

settings

w Recent Tasks Alarms
Task Name T | Target T | status T | petails T | initiater T Sf,e“'d T start Time ¢ T | completion Time T | ser
m i tem

5. KoHdmrypuposaHue vSAN npomnssoantca us pasgena Cluster -» Configure - Quickstart - 3. |

Configure cluster -» Configure

< C @

vSphere Client

im] [F vSphere - vSAN Cluster - Quicks: X | -+

) https;

Summary Monitor Configure Permissions Hosts WMs Datastores MNetworks Updates
Services ~ & vSANHCL DB up- -
@ VSAN HCL DB Auto U
& SCSl controller is WMw
& NVMe devi
Configuration v @ NVMe de
6812104 (Maintenanc.
3. Configure cluster
C k settings for vSAN traffic, review and customize cl and set up a vSAN datastore
VSAN ~
hd Recent Tasks Alarms
Task Name T | Target T | status T | Details T nitiater T T | start Time ¢ T | completion Time T | ser
m

92.168.12,101 /ui/app/clusternav=h/urmmomi:ClusterCompute... A

VSAN Cluster
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6. B MacTepe aBTOMaTU4YeCKM NpeasaraeTcs HACTPOUTb BUPTYasbHbIN pacrnpenenéHHbl

KoMMyTaTop - DSwitch n BUpTyanbHbIN afanTep 419 CETEBOro B3aMMOLENCTBMA CNTYX6
runepsm3opa - vmkernel.

7. Tpun ncnonb30BaHUM XECTKUX ANUCKOB AJ19 OpraHM3aumm XxpaHuauwa gegynamkaumsa n
KOMMpeccna He noaaepXxnBaroTCA.

8. lMpwn ncnonb3osaHumn XKECTKNX AUNCKOB ONs opraHmsaunn XpaHmauila OOCTYNEH TOJIbKO peXxunm
3aWwmThl OT c60eB C MCMOSIb30BaHNEM pennnkaumnn 610K0B.

T [P vSphere - vSAN Cluster - Quicks X | = _ o 2

~ O @ (]  https://192.168.12.101/ui/app/clusternav=h/umymomi:ClusterCompute... A & g G @ O 7= I3 o

Configure cluster Advanced options

Customize the cluster settings.

~ VSAN Opticns .

Deployment type Single site cluster «

1 Distributed switches
2 Storage traffic

3 Advanced options Data-At-Rest encrypticn (@ ]

Data-In-Transit encryption
Space efficiency
Fault domains

Large scale cluster support

~ Host Options

Lockdown mode

NTP server

e SR

CANCEL BACK NEXT

9. Co3paHue CX[ TONbKO Ha XECTKMX AUCKax He nogaepxmBaeTcs. ObsaszaTensHo TpebyoTcs
SSD guncky Ans co3gaHus ypoBHA “kawmnpoBaHma”. OrpaHuyeHne obbemMa ncnonb3yemMon KaLwu-
naMaTn Ha oA4Hy rpynny - He 6onee 400 'b. ECAn EMKOCTb YPOBHSA KILWIMPOBAHUSA MPUBbILLAET
LaHHbIN 06beM - OHa ByaeT MCNob30BaThCA TObKO YacTUYHO.

10. MNpoekTHas nose3Has EMKOCTb NpeAcTaB/ieHa Ha CHUMKE.
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I [ vSphere - vSAN Cluster - Quicks: X | =

= o X

< G &) B https://192.168.12.101 /ui/app/clusternav=h/ummomi:ClusterCompute... A a 1’5 '@ @ Eﬁ {é I3} o

Configure cluster

1 Distributed switches
2 Storage traffic
3 Advanced options

4 Claim disks

Claim diisks

Select disks to contribute to datastores.
Total Claimed 15.72 TB (100%) Unclaimed storage 0.00 B (0%)
@ VSAN Capacity 1310 T8 (83.33%) @ vSAN Cache 2.62 TB (16.67%)

vSAN vSAN Direct
Claim disks as cache or capacity for the vSAN datastore.
Group by:  Disk model/size w
Disk Model/Serial Number + | ClaimFor Drive Type v | Disk Distribution/Host T

> &f, ATA SAMSUNG MZ7KH2 Cachetier  + Flash

> = SCAGATCSTI200MMOR.  Capadiyter .  HDD  «

CANCEL BACK NEXT

11. B paHHOM KOHGMrypauum obopygosaHmsa (4SSD + 4 HDD) cnctema aBTOMaTUYeCKM CO3AaET
KOH(UIrypaumto, COCTOSIOLLYIO U3 YeTbIPpEX ANCKOBbLIX Fpynr, no ogHomy SSD n ogHomy HDD B

Ka»x oM.
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D ﬂ vSphere - vS8AN Cluster - Disk M X + — (m] e

< G &) B https://192.168.12.101 /ui/app/clusternav=h/ummomi:ClusterCompute... A a ‘La G} @ {E {é I3} e

vSphere Client

LA - n
@ vSAN Cluster | ;acmions
m B 8 @ Summary ~ Monitor  Configure  Permissions  Hosts  \Ms  Datsstores  Networks  Updates
: Services ~ /M You have not finished or skipped the cluster Quickstart. vSAN Health checks are suppressed Go to Quickstart
Disk Management
[ 9 CLUSTER > 192.168.12.102 ~
& 192.168.12.103 (Maintenanc
B 4vSAN disk groups B 4 capacity disks
s 68.12.104 (Maintenanc
& wesa VIEW HOST OBJECTS  CREATE DISK GROUP GO TO PRE-CHECK
» i Diskgroup @ Healthy | Mounted 2 disks Hybrid
Disk format version: 15
» i Diskgroup @ Healthy | Mounted 2 disks Hybrid
Disk format version: 15
w » i Disk group @ Healthy | Mounted 2 disks Hybrid
Disk format version: 15
» i Disk group @ Healthy | Mounted 2 disks Hybrid
Disk format version: 15
> Ineligible and unclaimed 1disk

vSphere Cluster Services

Uatastores

VEAN w
4 Recent Tasks Alarms
Task Mama T | Tanget T | status T | oetais T | initiater v | ue 4T stantime ¢ T | compietion Time T rver
Relocate virtual machine & vcsa [ | 38% & Migrating Virtual Machine ac VSPHERE.LOCAL\AdGministrator Tms 06/23/2022. 11131713 A
it unni

ECP Veil & Veil VDI

Bo3MO)XXHOCTHU

MapamMmeTp 3HayeHue|lipuMeyaHue
MporpammHo-onpenensemas CXM|GlusterFS

YcTaHOBKa

JinueH3supoBaHue

Mpwn ycTaHoBKe B pexume node + controller runepsusop Ha y3ne KOHTposnepa OTAe/bHO He
NNLEH3NpYyeTCS.

OcobeHHOCTH

e MpocToe UMNopTMpoBaHue WabnoHOB BUPTYasibHbIX MalUUH
* BCTPOEHHBI MEXaHWN3M pe3epBHOIr0 KOMMPOBAHMWS
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BOHpOCbI ANAa YTOYHeHuA

e MopoepxunBaeTcs i BO3MOXHOCTb 3afiaHna Ko3(hduumeHTa nepenoanuckn ansa Habopa

BUPTYasibHbIX MALUNH?

e [1yn NO3BOJIAET OrPaAHNYNTL TOJIbKO KOJIIMYECTBO BUPTYaHbIX NPOLLECCOPOB, HO He

prsnyeckmx.
i) b ECP veil x | + - O X
< O @ A Notsecure | 192.168.12.102/#/pages/manage/resource-pools/f775102... A g [ - B 7= L 3] e
“' ECP Veil B & @ NoxrymerTauua © admin

Noxavpm gu Mynsl pecypcos o © CoszpaTe nyn pecypcoB
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Host VM

1)

nposepeHo 96, pekomeHayeTcs 32
2)

200 npoBepeHo paboTaeT
3)

Teoputuyeckn 64 Tb
4)

Teoputnyeckn 1 36
5)

TeopuTuyeckn 6e3 orpaHnyeHnn
6)

nognepxxnsaetcsa o 2 Tub
7) 8

TeopUTUYECKN Ha BECh CEpBEp
9)

Tonbko ysennyeHune
10)

TONIbKO BMecTe C P-XpaHunuiiem
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11)

P-BupTyanusaums nogaepxmBaet KOHTeMHepbl HO ynpasasaTe MMu n3 CKAJIbl Henb3s
12)

Anti-Affinity rules
13)

Affinity rules

14) 15)

’

MK P-BupTyanm3aums MOXHO YCTAHOBUTb HE TONbLKO Ha 06bl4HbIE ANCKK, HO 1 Ha USB-HakonuTens
obbemom oT 64 I'b. OfHaKo B AaHHOM Ciy4ae Heobxoaumo, 4Tobbl pa3gen NogKaykm HaX0AMTCA Ha

06b14HOM HDD- nnun SSD-gucke. Takxe peKoOMeHOYeTCA XPaHUTb XYpHasbl Ha syslog-cepsepe.
16)

technical preview
17) 18)

’

HO MOXXHO HAacTpPoOUTb pykamu yepe3s CLI

19) 20)
’

Ha OJIHOM CepBepe C BUpTYyaau3aluet, Ho ynpasfieHne Yepes oTAe/bHYI0 NOSHOCTLI0 HE3AaBUCUMYIO

KOHCOJ1b
21) 22) 23)

’ ’

MEHbLUE HE NMOCTaBNAETCA
24)  25)

’

ToJIbKO Yepe3 CLI
26)

yepes CLI

27)

lyn He rapaHTUpyeT Bbl4e/IeHne pecypcoB a NPOCTO oOrpaHnYnBaeT cymmapHoe Kos-so CPU n

NnaMATnN CO34aBae€MbIX BHYTPW HEFr0 BUPTYaJibHbIX MallWH
28)

Storage 10 Control

29)

CBSI3aHHbIE KJI0HbI, KpoMe OpenStack
30)

Windows Tosbko
31)

VNC, X2GO - B pa3paboTke 6e3 cpokoB

32)

NNaTHbIN N pOTOKON
33)

VDI no RDP nog Windows nnm RX Linux, TepMunHanbl Henb3s
34)

penns Q4-2022
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