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NHcTpyKuua apMuHuctpaTopa ONTAPS
System Manager

OOLwue ceepeHun

System Manager - 3T0 rpamyeckuin MHTepPgENC ynpaBneHuns, KOTopbI NO3BOSSET YNpaBaATb
obbekTaMun cUCTEM XpaHeHus (ANCKK, TOMa, arperaThbl) 1 pewaTb obwme 3aga4v rno ynpasieHuto
CXL B Beb-bpaysepe. ADMUHUCTPATOP KNacTepa, MOXET UCnosb3oBaTh System Manager ons
yrnpaB/iieHNs BCEM KJTaCTEPOM 1 ero pecypcamu.

System Manager nNo3B0JISeT BbINOJIHATL C/leAyloLue onepaumm:

HacTpauBaTb 1 ynpaBnsaTe obbekTamu CX[ (AUCKKU, arperaTbl, TOMa, KBOThI U T.A4.).
HacTtpausaTb hannosble npoTokonsl (CIFS, NFS) n npefoctaBnsTb N0 HAM JOCTYM.
HacTpausaTb 67104HbIe NpoTokosbl (iISCSI, FC) n npeaocTaBaAsTb MO HAM JOCTYM.
OnpepnenaTtb 1 3afaBaTb CeTeBble HACTPOMKK B CX[.

e YCTaHaB/AMBaTb W YNpaB/iaTb 3epKaMPOBAHNEM AAHHbIX.

e Co3paBaTb M HacTpamBaTb BUpTaybHble CXM, ynpaBnsTh ero obbekTamu 1 cepsmcamu.
e YNpaBaiaTb KNacTepoM, KOHTpoJIiepaMmn 1 BupTyasbHbiMu CXI (SVM unu vserver).

e [IpOBOANTL MOHUTOPWHI U YrpaB/ieHne 0TKa30yCTONYBLIMU NapamMn B KJlacTepe.

WHCTPYKUUA agMUHUCTpPaTOpa

ba3oBas HacTpoMka

B rnaBHOM okHe System Manager HaxMuTe KHOMKY Login, Tak Bbl OKa)keTeCb B OKHE yrnpaBJieHUs
CXJ.

YcTaHOBKa AaTbl BpeMeHH

[Na yCTaHOBKM JaTbl 1 BPEMEHUN pacKpomTe B NaHenn Hasurauum sknagku Configuration -
Cluster Settings v BuibepnTe Date Time. Haxxmnte kHonky Edit, B nosBmBLIEMCA AMaNnOroBOM
OKHe BblbepnTe 4YacoBOW NOSAC N YKaXXUTE CEPBEP BPEMEHM.
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NetApp OnCommand System Manager

Dashboard Volumes SVMs MNetwork Hardware and Diagnostics = Protection - Con |All ¥ | Search Q o -
Configurations
Cluster Settings @ Edit G Refresh
Configuration Updates
Date: May/25/2017
Service Processor S ARRLLT
e S Time Zone: Etc/UTC
High Availability NTP Service: ® Enabled
Licenses Time servers: 3¢
Cluster Update
f Date and Time
) Edit Date and Time *
Services
SNMP 7 | Time Zone: Europe/Moscow 7
LEE Time Servers: Jru.pool.ntp.org | Add

Cluster User Details
2.ru.pocl.ntp.org

Users 1.ru.pool.ntp.org

0.ru.poocl.ntp.or
Roles D-0r%

OK || Cancel

YcTaHOBKA JIMLLEH3UH

[Nna ynpaBaeHns NMLEH3NAMM packponTe B NaHenn Hasurauum sBknagku Configuration —» Cluster
Settings 1 BbibepuTe Licenses. HaxmuTe kHonky Add, B NosiBUBLLEMCS OKHe BBeAUTE
NINLLEH3MOHHbINA KoY MO (MOXXHO BBECTU HECKOJIbKO KJItOHEN, pa3feieHHbIX 3anaTbiMn) U KINKHATE
Add.
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NetApp OnCommand System Manager

Dashboard Volumes SVMs Metwork Hardware and Diagnostics = Protection = Con |Al ¥ | Search Q o -
Configurations
Cluster Settings Packages | Details
Configuration Updates [@ add X Delete | i) Refresh
Service Processor Package T  Entitlement Risk « T Description T

Cluster Peers

High Availability

Licenses

Cluster Update

Date and Time
P Add License Packages *®
SNMP

LDAP
Cluster User Details

Users

Roles 9 For more than ene license keys use commal,) as delimiter.

i Cancel

oo

T

Select a single item from the table to view the item details.

AunarHocTuka um MOHUTOPMUHTI

3apaHus (Jobs)

3agaHus (Jobs) - 3To fONrOBpEMEHHbIE Onepaumnm, Takue Kak nepemMelleHne, KonnpoBaHue nimu
3epKasimpoBaHune. OHM NOMELLATCS B 04epelb Ha NCMOJIHEHME 1 3aMyCKaloTCa Toraa, Koraa
BbICBOOOXAAIOTCA pecypcbl, HeO6X0AMMbIe AN1A UX UCNObHEHNA. IS NPOCMOTPa CNUCKa 3ajaHni B
naHenn HaBuUrauum BoibepuTe HYXXHbIN KNacTep 1 packponTe NyHKT MeHo: Hardware and
Diagnostics - Jobs. Bo Bknagke Current Jobs oTobpa>keH CN1COK BbIMNONHAEMbIX 3a4aHWIA, BO
BkJ1laZke Job History - ncropusa saganun.
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NetApp OnCommand System Manager
Dashboard

Jobs
Current Jobs
%%  Refresh
Job ID
T
2

4

Wolumes

Job History

T Start Time

SVMs

Netwark

T Job Mame T

May/25/2017 14:18:12  SnapMirror Service Job

Network Consistency...
Certificate Expiry Che...
CLUSTER BACKUP ALL..
CLUSTER BACKUP ALl
CLUSTER BACKUP ALL..
Auto Balance Aggreg...
Managed Feature Us...
Licensing

Vol Reaper

Managed Feature Us...

Hardware and Diagnostics -

Node

cl0-01

clo-01

clo-01

Protection -

T  State

dormant
queued
queued
queued
queued
queued
paused
queued
queued
queued

queued

Con |All

Job Description T

SnapMirror Service Job
Network Consistency...
Certificate Expiry Che...
Cluster Backup Job
Cluster Backup Job
Cluster Backup Job
Auto Balance Aggreg...
Managed Feature Us...
License Checking V2
Vol Reaper Job

Managed Feature Us...

¢

Help ~ | Administration ~ | admin | Sign Out

Q@

¥ | Search

Progress T
Waiting for next sessi...
Queued

Unclaimed

Unclaimed

Unclaimed

Unclaimed

Unclaimed

Unclaimed
Unclaimed

Unclaimed

Schedule Name
@now
unknown
unknown
Bhour

daily

weekly

EEL]

Auto Balance Aggreg...

unknown

unknown

unknown

unknown

CurHansbl TpeBoru alerts

CvrHanel TpeBoryn MoXHo npocMoTpeTh B cnncke Hardware and Diagnostics —» System Alerts.
Bbl MOXXeTe 03HaKOMUTLCA € COobLLeHneM 1 cpearmpoBaTh Ha HUX C MOMOLLbIO KHOMKMK
Acknowledge nnu ckpbiTb KHOMKON Suppress, ec/iv OHN He TPebYIoT HUKaKNX AencTBuin. Takxe
MOXHO yaanuTb yxxe obpaboTaHHble curHanbl kHonkon Delete.
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NetApp OnCommand System Manager Help - | Administration ~ | admin | Sign Out
Dashboard Volumes SVMs Network Hardware and Diagnostics ~ Protection + Con |All v | Search Q o -
System Alerts
‘-«' X ) Refresh L
SubSystem (MNo. of Alerts) Alert ID Node Severity Resource Time

There are no alerts in the system.

Cratuctuka Flash Pool

Bbl MOXXeTe npocMaTprBaTh HAarpy3Ky Ha YTeHue 1 3anucb SSD. [N 3Toro B NaHenn HaBurauum
Bblbepute knactep, packponte Hardware and Diagnostics - Flash Pool Statistics 1 Bbibepute
HY>XHbI arperaT Flash Pool.

XXypHan cobbiTui

Bbl MOXXeTe MPOCMOTPETH J10rK No BceM CObbITMAM B KacTepe. 114 3TOro B NaHe M HaBurauum
BbibepuTe knactep, packponte Hardware and Diagnostics » Logs - Events. 114 npocmoTpa
noapobHocTeln BbIbepuTe CTPOKY C CObbITUEM, BHM3Y ByaeT geTanbHas UHopmaumns o cobbiTnn.
HacTpouTb onoBelLeHne MOXKHO C MOMOLLbI0 KHOMNKK Configure.
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Dashboard Volumes SVMs Metwork Hardware and Diagnostics - Protection - Con Al ¥ | Search Q o -
Events
3 Refresh I
Time T Node T | Severity T | Source T | Event T [E
May/25/2017 14:28:03 cl0-01 error monitor monitor.globalStatus.nonCritical: Th...
May/25/2017 14:28:03 clo-01 error config_thread callhome.spares.low: Call heme for S..
May/25/2017 14:28:03 clo-01 error config_thread raid.rg.spares.low: faggri/plex0/rg0
May/25/2017 14:26:35 clo-01 alert mgwd security.invalid.login: Failed to authe... 4
May/25/2017 14:26:01 cl0-01 alert vifmgr vifmgr.ifOnDegPort.noPorts: LIF clu...

! May/25/2017 14:26:01 cl0-01 alert vifmgr vifmgr.lifOnDegPort.noPaorts: LIF cl0-...
May/25/2017 14:25:58 cl0-01 errar vifmgr vifmgr.port.menitor.failed: The "Freg..
May/25/2017 14:15:01 clo-01 alert vifmgr vifmgr.bcastDomainPartition: Broad...

:l May/25/2017 14:18:56 clo-01 error mgwd vserver.config.createDirectoryFailed...
May/25/2017 14:18:49 clo-01 alert api_dpool_20 od.rdb.mbox.read.error: message="...
May/25/2017 14:18:25 clo-01 error vidb vidb.vidbAggr.missing: The aggregat...
May/25/2017 14:18:12 clo-01 error mgwd vserver.config.createDirectoryFailed...
May/25/2017 14:17:32 clo-01 alert api_dpool_D6 od.rdb.mbox.read.error: message="...

Details o

Event: monitor.globalStatus.nonCritical: There are not enough spare disks. Assign unowned disks. B!

Message Name:  monitor.globalStatus. nonCritical B

Sequence Mumber: B55 :

Description: This event is generated when the system's global health is degraded; for example, if a file system is nearly full.

Mction: Check the messages log for other conditions that can cause this global status message. Follow the corrective actions in those messages. I
e
L]

YnpasneHue suptyanoHbiMu CX[i (Storage Virtual Machine - SVM)
Co3pnaHue

PackponTe cnuncok Storage Virtual Machines (SVMs) B naHenn HaBurauuu, sbibepnte Knactep u
Ha)xMuTe KHornky Create. [10SBUTCA OKHO YCTaHOBKM BUPTYyasbHOM CX[ (SVM).

Beenute ums, Tmun ToMoB (Heckonbko FlexVol TomoB nnm oauH Infinite), nogaep>xnBaemsoie
npoTokonbl (CIFS, NFS, iSCSI, FC), a3blK 1 KognpoBKy, cTunb 6e3onacHocTu (NTFS nam Unix) un
KOPHEBOW arperar.
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NetApp OnCommand System Manager Help ~ | Administration ~ | admin | Sign Out

‘ Dashboard ‘ LUNs ‘ SVMs ‘ Network ‘ Hardware and Diagnostics ~ | Protection v | Configurations All ¥ | search Q o -
SVMs

@, Create |= Edil Storage Virtual Machine (SVM) Setup

Name C n State ¥ [ER

Enter SVM basic details

SVM Details

1} Specify a unigue name and the data protocols for the SWM

Ik '
SVM Name: svm02
':J IPspace: 7
':J Volume Type: © Flexvol volumes () Infinite Volume

An SVM can contain elther multiple Flexvel volumes or a single Infinite Volume.

You cannot change the volume type of the SWM after you set it.
2) Data Protocols: CIFs NFS [ isCSl [| FC/FCoE
1} Default Language: | CUTF-8[c.utf 8] w

The language of the SVM specifies the default language encoding setting for the SVM and

Its volumes. Using a setting that incorporates UTF-8 character encoding Is recommended.

2) security Style: NTFS v
Roct Aggregate: | aggrl ~
: . e
DNS Configuration |
. . . ) ' 5
Specify the DNS domain and name servers. DNS details are required to configure the CIFS protocol. L
':; Search Domains: I
) C
':; Name Servers:
| Submit & Continue | | Cancel |
e
il

Takxe HY>XHO yKa3aTb HacTpounkun DNS, ecnm ncnonssyetcsa npotokon CIFS (a MeHHO fosKeH BbITb
yKa3aH foMeH 1 agpec cepsepa Active Directory). BBeas Bce AaHHble, HAXXMUTe KHOMNKY Submit &
Continue.

lanee npepnaraeTcs HACTPOUTL BbIBPaHHbIE MPOTOKOJbI, 3TOT 3Tamn MOXXHO MPONYCTUTb, HAaXXaB
KHOMKy Skip, 1 caenaTb 3TO MOTOM (CM. COOTBETCTBYIOLLME NYHKTbl HACTOALLEN MHCTPYKLUMK). B
3aBepLiatoLLmM 3Tane co3faHna supTyanbHon CX[ BBeAMTE Naposib aAMUHUCTPATOPa W, ecau
TpebyeTca co3aaTb HOBbIN LIF (nornyeckunin nHtepdenc), Hactponku LIF.
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NetApp OnCommand System Manager Help ~ | Administration - | admin | Sign Out
‘ Dashboard ‘ LUNs ‘ SVMs ‘ Network ‘ Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
SVMs
@, Create |& Edil Storage Virtual Machine (SVM) Setup I
Name ite ) EED
o ® @ ® ® ®—o
Enter SVM basic details  Cenfigure CIFS/NFS Configure iSCSI Configure FC/FCoE Enter SVM
protocol protocol protocol administrator details
SVM Administration (optional) I
ZJ Specify the following details to enable hest side applications such as SnapDrive and SnapManager 10p:
ZJ To enable the 5VM administrator to create volumes, you must assign aggregates to the SVM by using Edit SVM dialog
Administrator Details
b
i
I Username:
il Password:
f Confirm Password: |
Management Interface (LIF) Configuration for SVM
Create a new LIF for SVM management
For CIFS and NFS protocols, data LIFs have management access enabled by default; therefore, create a new management LIF only if required.
However, for iSC51 and FC/FCoE protocols, create a dedicated management LIF because data LIFs cannot be used for SVM management. 069"
Assign IP Address: | Select v N
) BY%:
'1»‘ Port: | Browse... | foir
DOt
| Skip | Submit & Continue | | Cancel |
|BHF
s

Mocne HaxkaTusa kKHonkM Submit & Continue nosBuTCcsa cBogka no Hoson SVM.

3anyck/oCcTaHOBKa

4 3anycka BblbepuTe 13 cnucka SVM knacTepa HyXHbI U HaxxmuTe Start. [1na octaHOBKK

HaXXMUTe Stop 1 NoATBEpANTE OMepaLmio.
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Dashboard | LUNs | SVMs | MNetwork | Hardware and Diagnostics - | Protection ~ | Configurations All ¥ | Search Q o -
SVMs
[E create [ Edit X Delete | 5 © stop |24 Manage | 3 Refresh
MName T  State T  Subtype T Allowed Protocols T IPspace T  Volume Type T Configuration State ) QEE]
svm02 running default NF5, FC/FCoE, iSCSI Default FlexVol Volume Unlecked
B
Stop Storage Virtual Machine x

{1y Stopping the Storage Virtual Machine will stop data access on this Storage Virtual Machine
through all allowed protocols

| DK to stop the selected Storage Virtual Machine(s) ‘

Cancel

Details Peer Storage Virtual Machines 3

HTEITT b5 EEEEoR (S Name Cluster Status Applications E |5

Administrative User: vsadmin(Unlocked) N

Management Interface: svm02_admin_... L

Snapshot policy: default

NIS domain: “NA-

LDAP client: “NA-

Language: CUTF-8

Volume Type: FlexVol Volume

Admin State: running €
0

YpaneHue

Mepen yonaneHnem SVM Heob6x04MMO yaanuTb BCE TOMa U KJIOHbI, CBSA3aHHbIE C HEW (CM. B
COOTBETCTBYIOLLEM MYHKTE TEKYLLEN UHCTPYKLMM). BoibepuTe B cnncke BupTyanbHbix CX[ KnacTepa
HY>KHYI0, OCTaHOBUTE ee, 3aTeM HaxxMuTe KHonKy Delete n noaTeepauTe yganeHue.

YnpasneHue ceTeBbiMU MHTephencamm

B naHenn HaBurauum BeibepnTe HyXHYIO , packponTe Network —» Network Interfaces. B ocHoBHOM
noJjie OKHa NosBUTCA CMUCOK Iornyecknx nHtepgencos (LIF) naHHon SVM. C nOMOLLbIO KHOMKK
Migrate M0XXHO NpoM3BECTU MUTrpPaLMIO JIOrTMYECKOro MHTep(enca Ha Apyron pusnyeckni nopt
knactepa. MNMpn HaxxaTum KHonkn Create 3anyckaeTcsa MmacTep co3naHus LIF, roe ykasbiBaeTcs nms
NHTepgenca, posb (ynpaeneHune, gaHHble nam obe), NPoTOKON, (hU3NYECKNA MOPT, CETEBLIE
HacTponku (IP, macka nogceTtu, wno3). MNpu nomowm KHonkn Edit MOXXHO M3MeHNTbL paHee
BBELlEeHHble ceTeBble HaCTPOMKN. KHonka Status nnsa BKIOYEHUSA/BbIKOYEHNA NHTEP(ENCOB,
yAanuTb LIF MOXXHO TOJIbKO NoCae ero OTKo4YeHNS.
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Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection - | Configurations Al ¥ | Search Q o -
Network
Subnets || Network Interfaces || Ethernet Ports || Broadcast Domains || FC/FCoE Adapters || IPspaces
|_4‘g Create | __‘, Edit X Q Status ~ @“‘_ Migrate G Refresh
U T I creates a new network interface. | ¥ | IP Address/WW... ¥ | Current Port T IsHomePort ¥ Data Protocol A.. T ManagementA.. T Subnet T  Role T
c _mgmt c .168.0. c elc es none es ode Management
[ ] 10-01_rmmgmt1 10 192.168.0.10 10-01:e0 ¥ ¥ MA Mode Manag
cluster_mgmt c .168.0. c elc o none es uster Manageme...
[ ] | 2! 10 192.168.0.20 10-01:e0 # N ¥i MA. Cl Manag
svm02_adrnin_li svm .168.0. c e0a es none es ata (s}
[ ] 02_admin_lif1 0z 192.168.0.31 10-01:e0. ¥ ¥ MA D il
c
i [ ] publicO svm02 192.168.033 cl0-01:e0b Yes nfs No MA- Data
it
sl
%
%
General Properties: Failover Properties: Eo
Metwork Address/WWPN: 192.168.0.33 Home Port: cl0-01:e0b(1000 Mbps) 9
Role: Data Current Port:  c|0-01:e0b{1000 Mbps) DI
IPspace: Default Failover Policy: system_defined
Broadcast Domain: Default Failover Group: Default
Metmask: 255.255.255.0 Failover State: Hosted on home port 0
Gateway: -NA-
Administrative Status: Enabled
DONS Status: Disabled
=]
i)

YnpasneHue ¢pansioBbIMM NPOTOKOSIAaMHU
CIFS

B naHenu HaBuraumm Boibepute Hy)xHyto SVM 1 B cTpoke Protocols 0CHOBHOIro nonsi OKHa HaXxMuTe
kHonky CIFS. B ocHOBHOM noJie okHa KoHpurypauumm CIFS HaxxMuTe KHOMKy Setup, 0TKPoeTCs OKHO
HacTpownkun cepsepa CIFS. B none NetBIOS Name Beeaute Ha3BaHue CIFS-cepBepa, B none Domain
- BomeH Active Directory, a B nosie User Name 1 Password - faHHble agMuHucTpaTopa Active
Directory.

HaxxmuTe KHornky Setup. Ecnm nossnsetcs coobuweHme o ToM, 4To CIFS-cepBep co3paTth/3anyCTuUTh
He y[anocb, TO NpoBepbTe HacTponkn DNS gaHHoro SVM (B naHenn Hasurauum Configurations -
Services - DNS).
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NetApp OnCommand System Manager

Dashboard

svm02

SVM Settings
Protocols
CIFS
NFS
iSCSI
FC/FCoE
Policies
Export Policies
Efficiency Policies
Protection Policies
Snapshot Policies

QoS Policy Groups

LUNs | SVMs | Network | Hardware and Diagnostics - | Protection -

W Overview Volumes Namespace Shares LUNs Qtrees

[ Configuration ” Domain ” Symlinks ” BranchCache

Q CIFS Server Setup

5

General || Options

5

NetBIOS Name:
Server
Enter the Active Directory domain to join.
Domain:

Organizational Unit: CN=Computers

Enter credentials for a user with permissions to join the domain.

Configurations

¢

Help ~ | Administration ~ | admin | Sign Out

All ¥ | Search 0\ o @

Quotas SVM Settings

1of

Username:
Services
Password:
NIS
LDAP Client
LDAP Configuration
Kerberos Realm
Kerberos Interface
DNS/DDNS
SVM User Details

Setup || Cancel |

Users

Roles
Host Users and Groups
UNIX

Windows

Name Mapping

NFS

%5E
B%
L9%!
DO

B naHenu HaBurauuu BeibepuTe HY)KHYt0 SVM 1 B cTpoke Protocols 0CHOBHOMO Mo/t OKHa HaXXMUTe

KHOMKY NFS. B oTKpbIBLLEMCS OKHe KOH(UrypuposaHua npotokona NFS BeegnTe HacTponku LIF
(nornyeckoro nHTepdenca), BbibepuTe ros0BHbLIE KOHTPOIEP 1 CeTEBON NOPT. ECn BbI
ncnonb3yete CIFS n xotnte, 4T0bbl 062 NpoToKona (CIFS n NFS) paboTann Yyepes oanH LIF (oguH n
TOT Xe IP), TO ycTaHoBMTE rasiovky Ha 4Yekbokce Retain the NFS data LIFs configuration for
CIFS clients.

Takxe, ecnu Bbl ncnonbsyete NIS, To 34eck MOXHO HacTpouTb NIS, BBega nmsa gomeHa u IP-agpec
cepsepa.
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NetApp OnCommand System Manager Help ~ | Administration - | admin | Sign Out
Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -

svm02 W Overview Volumes Namespace LUNs Qtrees Quotas SVM Settings

SVM Settings
Protocols @ Enable @ Disable | [ Edic | 5} Refresh
NFS

Server Status: X Not Configured
iSCSI
Configuration

FC/FCoE

. Version 3SUBPOTL | Eqit NFS Settings X
Policies Version 4 Support: lop
Export Policies Version 4.1 Support:

| Support version 3
Efficiency Policies B
Support version 4.0

4 Protection Policies _
| NFS Version 4 Features

1 Snapshot Policies
Qo5 Policy Groups
Services
NIS
LDAF Client | Support version 4.1

f ] -
LDAP Configuration Default Windows User:

Kerberos Realm

Kerberos Interface %9
%8B
DMNS/DDNS ]
| Cancel | 5%
SVM User Details L9%LC
Dot
Users
Roles

Host Users and Groups
UNIX

Name Mapping
leHEH

YnpasneHue 6/104HbIMHK MPOTOKOJ1IaMH

iSCSI

B naHenu Hasuraumm seibepute SVM, B pasaene Protocols B 0CHOBHOM Mosie OKHa HaXXMUTE KHOMKY
iSCSI. OTKpoeTCcs 0KHO KOHUrypmnposaHus npotokosa iSCSI.
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NetApp OnCommand System Manager Help ~ | Administration ~ | admin | Sign Out
‘ Dashboard ‘ LUNs ‘ SVMs ‘ MNetwork ‘ Hardware and Diagnostics - | Protection ~ | Configurations All ¥ | Search Q ° -
svm02 v || overview | Volumes | Namespace | Shares | LUNs | Qtrees | Quotas | SVM Settings
SVM Settings
Protocols [ Service ” Initiator Security l
CIFs B et @ st © Swp | 5} Refresh
NFS
isCsl iSC51 Service: @ i5c5i service is not running
FC/FCoE iSCSI Target Node Name: 10
Policies ISCSI Target Edjt jSCSI Service Configuration X
Export Policies .
I iSCSI Interf Target Node Name
BTy s - L'unle. iSCSI target node name of NetApp storage system must start with 'ign.1992
Protection Policies | 08.com.netapp:’. I
Network | t Port Enabled for iSCSI T
Snapshot Policies || Target Node Name: |
QoS Policy Groups
Target Alias
Services
Alias can have any character except a white space and it can be up to 128
NIS characters leng. I
LDAP Client Target Alias:
LDAP Configuration
Kerberos Realm %
| Cancel | o
Kerberos Interface
5%
DNS/DDNS [
= o]l
SVM User Details
Users
Roles I
Host Users and Groups
UNIX
Windows i
Name Mapping
il

FC/FCoE

B naHenn HaBurauum Beibepnte SVM, B pa3zaene Protocols B 0CHOBHOM noJie OKHa HaXMUTE KHOMKY
FC/FCoE. OTKpoeTCsi OKHO KOH(hUrypmpoBaHusa npotokona Fibre Channel.

micronode.ru - https://micronode.ru/


https://micronode.ru/_detail/enterprise/netapp/guide/system_manager_8f1f454afc89b818221d5c51228f2afa7795603c.png?id=enterprise%3Anetapp%3Aguide%3Aontap_system_manager

Last update: . o . . .
2022/07/21 05:51 enterprise:netapp:quide:ontap_system_manager https://micronode.ru/enterprise/netapp/guide/ontap_system_manager

. u cl0 - NetApp OnCommand S

& C {} A HeHagexHbiit

NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection -~ | Configurations All ¥ | Search Q o -
svmO2 W Overview Volumes Namespace Shares LUNs Qtrees Quotas SVM Settings

1 SVM Settings

Protocols B edit @ stan © Sop | ) Refresh

CIFs

MNFS Status: @ FC/FCOE service is not running

isCsl WWHNN: 20:00:00:0c:29:ce:11:fc

REIRERE FC/FCoE Interfaces: 1o
Policies Network Interface T WWPN T | Current Port Status
PR Edit node name (WWNN) X

Efficiency Policies

. . MNode name (AWWNN):
Protection Policies

20:00:00:0c:29:cer11:fc | o

Snapshot Policies
FC/FCoE node name of NetApp storage system should be in
Qo5 Policy Groups 2X0000:a0:98XX0CHK format where X is a hexadecimal
value
Services £ When you rename a target node name, the LUN
connectivity might be impacted.

NIS
LDAP Client
LDAP Configuration | Cancel
Kerberos Realm !
%
Kerberos Interface By
DNS/DDNS rog
SVM User Details 2
Users
Roles
Host Users and Groups
UNIX
Windows K
MName Mapping
0

YnpasneHue nosIMTUKaMu Ge3onacHocTH

Monb3oBaTenu

B naHenn HaBuraumm B pasanene Storage Virtual Machines BbibepuTe HyXHYt0 SVM, packponTe
cnuckn SVM Settings » SVM User Details - Users. HaxxmuTte kHonky Add, B nosiBusLuemMcs
OKOLLKe BBeAMTe UMS NoJsib30BaTesNs, Naposb U NOATBEPXAEHMEe Napos. Takxxe MOXHO 3allaThb
BapuaHTbl gocTyna npu nomowm kHonok Add, Edit n Delete. B none Application BribnpaeTcs
NPWJIOXKEHNE, C MOMOLLbIO KOTOPOro OCYLLECTBASETCA AOCTYN K KnacTepy, B NoJsie posib BuibupaeTca
ponb (C HabopoM paspeLleHHbIX aAMUHUCTPATOPOM KOMaHA). [0 3aBepLUEeHNI0 HaCTPONKK HOBOIO
nonb3oBaTens HaxmuTe kHonky Add BHM3Y. TakXXe B CIMCKe MoJib30BaTeNIen UX MOXHO
pefakTuposaTh (KHonka Edit) n ynansate (kHonka Delete).
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Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection -~ | Configurations All ¥ | Search Q o -
svm02 W Overview Volumes Namespace Shares LUNs Qtrees Quotas SVM Settings

SVM Settings

Protocols [ Add [ Edt X Delete ange password (G Lock | ¥} Refresh

CIFS User « Account Locked

MES vsadmin No

i5Csl Add User X

FC/FCoE
10§
Username:

Policies
Password:
Export Policies

Confirm Password:
)y Efficiency Palicies
€  Protection Policies User Login Methods
Snapshot Policies Application Authentication = Role Add
QoS Policy Groups
Services
NIS
LDAP Client
LDAP Configuration
el
%1

BY%

DNS/DDNS | Cancel | e
DC

R Tell me more about roles

Kerberos Interface

SVM User Details
Users ; . ; " ;
Select a single item from the table to view the item details.
Roles

Host Users and Groups
UNIX
Windows

Name Mapping

Ponu

MO>XHO M0JIb30BaTbCA NpefyCcTaHOBAEHHbIMK ponsaMuy (vsadmin, vsadmin-backup, vsadmin-protocol,
vsadmin-readonly, vsadmin-volume). B cny4ae, eciiv roToBbIX posieit He XxBaTaeT, MOXXeTe co34aTb
HoBble. B naHenn HaBurauun B pasgene Storage Virtual Machines Boibepute HyxHyto SVM,
packponTe cnuckn SVM Settings » SVM User Details —» Roles. Haxxmute kHonky Add, B
MOSIBMBLLEMCS OKOLLKe BBeAWTE Ha3BaHue ponu, gobaebTe Heobxoanmble aTpnbyThl (MHOXXECTBO
pa3peLleHHbIX KoMaHg (anpekTopuin komaHg) B nosne Command v nx yposHen goctyna Access
Level), n HaxxMuTe HUXHIOO KHOMKY Add. Tak)Xe B CMCKe posiert UX MOXXHO pefakTMpoBaTb
(kHornka Edit) unu ynanate (kHonka Delete).
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NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
svm02 W Overview Volumes Namespace Shares LUNs Qtrees Quotas SVM Settings
SVM Settings
Protocols [ Add [ Edic | '} Refresh

CIFS Role &
MES vsadmin

m WA

iSCsl vsadmin-backup
FC/FCoE vsadmin-protocel | Add Role *

Policies vsadmin-readonly
Role Name:

Export Policies vsadmin-snaplock
Efficiency Policies vsadmin-volume Role Attributes
Protection Policies Command Query Mccess Leve! Add
Snapshot Policies
QoS Policy Groups
Services
NIS
LDAP Client
LDAP Configuration
Tell me more about roles and permissions 05!
Kerberos Realm
Kerberos Interface
| Cancel | BY%
DNS/DDNS Lot

SVM User Details !

Users

Select a single item from the table to view the item details.
Roles

Host Users and Groups
UNIX
Windows E

Name Mapping

WHCTpYKLUMA nosib30oBaTeNs

YnpaBseHue noru4eckou pasbnBkom >XeCTKMX XXUCKOB

Arperatbl
Co3paHue arperaTta

B naHenn HaBurauum B pasgenie Hadrware and Diagnostics packponTe cnucok Storage u
BbibepnTe Aggregates. B 0CHOBHOM noJsie NOSIBATCS CMCOK arperaTos, ANs CO34aHUSA HOBOMO
Ha>xmuTe KHomnky Create.

HacTponTe napameTpbl HOBOro arperata B COOTBETCBUY C BaWMMU MOXKENAHUAMN N HaXKMUTE
KHOMKy Create.

https://micronode.ru/ Printed on 2026/01/10 19:32


https://micronode.ru/_detail/enterprise/netapp/guide/system_manager_228c033ac137cd6dff56281ec5400a4da7158e99.png?id=enterprise%3Anetapp%3Aguide%3Aontap_system_manager

2026/01/10 19:32 17/31 WHcTpykuma agmuHncTpaTopa ONTAP8 System Manager

. ¢l - NetApp OnCommand

& C {} A HeHagexHbiit

NetApp OnCommand System Manager

Help ~ | Administration ~ | admin | Sign Out

‘ Dashboard ‘ LUNs ‘ SVMs ‘ Network ‘ Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
Aggregates
[@ create [ Edit 3 Add Capacity U Addcache B4 Mimor X Delete | Status » &5 volume Move | I Refresh n
Rame Mbde Thpe Oed (%) Muailable Space | (Bed Space TBtal Space WBlume Count sk Count Ffash Pool EED
® a0 clo-01 -NA-
Create Aggregate *
To create an aggregate, select a disk type then specify the number of disks.
Name: ager! ile]
© pisk Type: FCAL | Browse
Disks of 1020.5 MB each from node: cl0-01
oThe selected disk type contains the fellowing number of non-zeroed disks: 24. If these
non-zeroed disks are selected by Data ONTAP to create the aggregate, they will be
added only after the zeroing process is complete. Note : If the system restarts during
this process, the aggregate will not be created
Number of Disks: 7 v | Max: 24 (excluding 1 hot spare), min: 7 for RAID-TEC
RAID Configuration: RAID-TEC; RAID group size of 7 disks Change
New Usable Capacity: 3.52 GB (Estimated) »
9 | Mirror this aggregate
Tell me more about mirrored aggregates
oThere are no 550s installed in this cluster. Install S5Ds to enable Flash Pool options. i
%
B5Y
£%
D
| Create || Cancel |
el
il

Ona Bbl60pa NCMNONb3yeMbIX ONCKOB HaXXMUTe KHOMKY Browse
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NetApp OnCommand System Manager Help = | Administration ~ | admin | Sign Out

| Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics ~ | Protection ~ | Configurations All ¥ |Search Q o -

Aggregates
[@ create [E Edit T} Add Capacity U3 Add Cache B4] Mimor X Delete | Status = @ volume Move | i3 Refresh P
Name Mode TWpe MEed (%) Mailable Space | ¥6ed Space Thtal Space WBlume Count sk Count Ffash Pool ES]
o aggr0 l0-01 -NA-
Create Aggregate x

Tocreate an aggregate, select a disk type then specify the number of disks.
Name: ageri jopoe

© oisk Type: FCAL Browse

Disks of 1020.5 MB each from node: cl0-01

Select Disk Type | [IesE
e
Disk Typ... Node Disk Size RPM Checksu... Pool Available C... Total Capaci... || &
FCAL cl0-01 10205 MEB 15000 block Pool 0 25 2491 GB L
Mu EC
RAl
Met i
(? Im| | Cancel |
Tell me more about mirrored aggregates
OThere are no SSDs installed in this cluster. Install SSDs to enable Flash Pool options. P691%(
96B0%
B%20%
L%D0%
D0%BE
Create | | Cancel
IEHHbIX
ONA Kak

T TG | v e

Ons cMeHbl ncnonb3yemon TexHonorum RAID HaxxmuTe kKHornky Change
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NetApp OnCommand System Manager Help ~ | Administration ~ | admin | Sign Out
Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
Aggregates
[@ creae [ Edit 3 Add Capacity [ Add Cache B4] Mimor X Delete | Starus + G5 volume Move | i) Refresh
Mame Mode Tpe MEed (%) Miailable Space | (¥Sed Space Thtal Space WBlume Count sk Count Frash Pool ]
o aggrd clo-01 NA-
Create Aggregate *
To create an aggregate, select a disk type then specify the number of disks.
Change RAID Configuration * 10|
RAID Type: RAID-TEC hd
RAID Group Size: 7 :j Disks Min : 7, Max : 29 for RAID-TEC aggregate with FCAL disks.
RAID Allocation: 7 disks or partitions in 1 RAID groups.
Parity 2.95 GB BData 3.52 GB | Empty Slots
rg0 [111]
1) "rg" indicates a RAID group
il
%
Save || Cancel | B%
L%
D
Create | | Cancel
ler
i

N3meHeHue arperarta

B naHenn HaBurauum B pasnene Hadrware and Diagnostics packponTe cnucok Storage u
BbibepnTe Aggregates. B oCHOBHOM noJie NOSIBUTCSA CAMCOK arperaToB, A4J19 N3MeHeHns BbibepuTe
HY>XHbIN 1 HaXKMUTe KHorKy Edit.

YpaneHue arperaTta

B naHenn HaBurauum B pasgene Hadrware and Diagnostics packponTe cnucok Storage u
BblbepuTe Aggregates. B 0CHOBHOM nosie NOSIBATCS CNNCOK arperaToB, A5 yAaneHns arperaTa
HY>XXHO CHa4asla OTK/IYMTb ero. BoibepuTe HyXHbIN 1 HaxxMnTe KHoMnKy Disable n nogTeepaunTe
onepauuio. Tenepb MOXKHO €ro yaanuTb, Ha)kaB KHonky Delete n noaTeBepane onepauuio.
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Jlornyeckue ToMa

Co3paHue TOMa

B naHenn HaBurauum B pasaene SVMs BruibepuTte HyXXHY0 SVM, packponTe cnncok Storage n
BbibepnTe Volumes. B 0CHOBHOM M0Jie OKHa MNOSBUTCA CANCOK TOMOB, A1 CO34aHMA HOBOro TOMa
Ha)>XMuTe KHomnky Create.
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NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Metwork | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
svmoO1 ¥ || Overview | Volumes LUNs | Qtrees Quotas SVM Settings
Volumes
Volumes FlexGroups
Create Volume x
B B Delete | E | - - B (2
[ creaste [ ede X pelete |y clone | oo Storage Efficiency | Quality of Service prect || &3 Refresh
Mame T Aggregate T Stat ¥ IsVolume Mo... ¥ Encrypted ¥ &=
Name: |_25052017_105748_4
svm01_root aggrl (X voL = = Mo Mo
Aggregate: | Choose | gu
Storage Type
° SAN (Used for FC/FCoE or iSCSI access) ‘
Data Protection (Used as destination velume)
Size
Total Size: 1 GB v
Snapshot Reserve (%) i} :j
Data Space: 1GB ‘
Snapshot Space: 0 Byte
Space Reserve
Space Reserve (optional): Default w7
c
Tell me more about space reservation il
bE
General B
. ¥o.
Name: svmO1_root
21
Status: @ online
Maximum Files: 566
. Create || Cancel |
Current Files: 101
Language: C.UTF-8 (POSIX with UT... Junction Path: £
Unicode: Enabled Export Policy: default
Cache Policy: MA- Policy Group: None A
Retention Priority: “NA- Maximum Throughput: MNA
I Details Space Allocation Snapshot Copies Storage Efficiency Data Protection Volume Move Details Performance |

B nosiBuBLLEMCA OKOLLKe BO BKagke General BBeanTe HeobxoanMble AaHHbIE: UM TOMa, arperar,
TUN JOCTyna, pa3Mep ToOMa U pe3eps Mo MrHOBEHHble CHUMKU, N yKaXKuUTe, MCNoJsib30BaTh M Thin
Provisioning. Bo Bknanke Storage Efficiency MoXXHO BKNIOYNTL 1 3aiaTb peXuMbl 414
aenynnvkaumm n komnpeccun, a B Quality of Service - yCTaHOBUTb OrpaHMYeHne Ha NPONYCKHYHO
CNocobHOCTb A1d TOMa.

BBens naHHble, HaXXMuTe Create.
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N3MeHeHUe ToOMa

B naHenu HaBuraumm B pasgene Storage Virtual Machines Bbibepute HyxHyto SVM, packponTte
cnucok Storage 1 Boibepute Volumes. B 0CHOBHOM NoJie OKHa NosBUTCS CMIMCOK TOMOB, AN
n3MeHeHus BbibepuTe TOM 1 HaxxMuTe KHonky Edit.
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NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics ~ | Protection » | Configurations All ¥ | Search Q o -
svm01 W Overview Volumes LUNs Qtrees Quotas SVM Settings
Volumes
Volumes FlexGroups | . volume %
[ creae [ Edit X Delete |EZ | General || Storage Efficiency | Advanced I Refresh
Name T Aggregate 1 lume Mo... ¥ | Encrypted ¥ &= |
vol_25052017_1... aggrl Name: vol_25052017_105748_4 -
Svm01_root o Security style: LINIX = No a
[ Configure UNIX permissiens (Optional) Read Write  Execute
Owner v v v ‘
Group v
Others v v

| Thin Provisioned

When a volume is thin provisioned, space for the volume is not allocated in advance. Instead, space is allocated as ‘
data is written to the volume. The unused aggregate space is available to other thin provisioned volumes and LUNs.

Tell me more about Thin Provisioning

<
1

General Bg
Mame: vol_2505 1
Status: @ onlin .
Maximum Files: 31.12k
Current Files: 96 Save Save and Close Cancel
Language: C.UTF-8 (POSIX with UT... Junction Path:
Unicode: Enabled Export Palicy: default
Cache Policy: MA- Policy Group: None A
Retention Priority: “NA- Maximum Throughput: NA

Details Space Allocation Snapshot Copies Storage Efficiency Data Protection Volume Move Details Performance |

YnaneHue ToMa

B naHenun HaBuraumm B pasgene Storage Virtual Machines Bbibepute HyxHyto SVM, packponTte
cnucok Storage u BbibepnTe Volumes. B 0CHOBHOM MoJie OKHa MNOSBUTCA CAUCOK TOMOB. MNepen
yOaJIeHUeM TOM HY>XHO OTKJI04UTb, a nepes oTka4YeHmeM (ecam B SVM ucnonbsyetcs NFS) -
nemoHTupoBaTb 0T Namespace. [1ns neMoHTUpoBaHMA B cnucke Storage Boibepute Namespace, B
MOSIBUBLLEMCS CMMCKE MOHTMPOBAHHbIX TOMOB BblbepuTe HYXXHbIA U HaXXMUTe KHOMKY Unmount 1
noaTeBepauTe onepawuio.
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NetApp OnCommand System Manager

Dashboard | LUNs | S¥Ms | Network

svmO1

Volumes

Volumes FlexGroups

_4‘}} Create __‘, Edit %

[ Clone ~ |B Status |@ Snapshot Coples ~ :El: Resize | j39

Hardware and Diagnostics - | Protection -

v Overview Volumes LUMs Qtrees Quotas

SVM Settings

&8 Move |_°—°é storage QoS | f

Q@ -

Name T Aggregate ¥ Status ¥  Thin Provision. ¥ % Used T Available Spa... T T | Storage Effici.. ¥ Is Volume Mo... ¥ | Encrypted T =R
vol_25052017_1... aggrl[ . i - Mo 0 1023.84 MB
[z Edit
aMe
svmO1_root aggrl Mo 5 18.83 MB
3 Refresh
& Clene 3
8 Status 3
) Snapshot Copies b @ offline
. Restrict
B, Resize
é‘:“ Mave
Ll 5
= Storage Qo5
f;:jl Protect
9C
b&E
General BB
Name: vol_25052017_105748 4 Autogrow Mode: Disabled fo2!
P19
Status: @ online Autogrow Maximum Size: Disabled
Maximum Files: 3112k Snapshot Autodelete: Enabled

Current Files:

56

Snapshot Autodelete Commitment:

Try

Language: C.UTF-8 (POSIX with UT... Junction Path:
Unicode: Enabled Export Palicy: default
icy: MA i r : N
Cache Policy: Policy Group: one Fa
Retention Priority: NA Maximum Throughput: MNA
Details Space Allocation Snapshot Copies Storage Efficiency Data Protection Volume Move Details Performance

T 000 [ GopmarPDF | Buepa1si@s B
YnpasneHue bannoBbiMu pecypcamu

dannossie pecypcobl CIFS

Ina npepgocTtasneHns goctyna no npotokony CIFS K TOMy Hy»XHO, 4T06bl 3TOT TOM Bbl1 MOHTMPOBAH
B Namespace. B naHenu HaBurauum B pa3gene Storage Virtual Machines Bbibeprte HyxHyo SVM,
packponTe cnmucok Storage n BoibepnTe Namespace. [109BMTCS CANCOK NOAMOHTUPOBAHHbLIX TOMOB,
€CJIN HY>XKHOI 0 HEeT, TO Ha)XMUTe KHonmKy Mount.

B nosiBMBLLEMCS OMANOrOBOM OKHE BbIOEPUTE HYXKHbIA TOM U NYTb, B KOTOPbIA TOM HY>XHO
noaMoHTMpoBaTb.Ha cTopoHe DNS cepBepa HYXHO co34aTb pecypcHble 3anucy A (Address) n PTR
(Domain name pointer) gng LIF Hawen SVM.B naHenn HaBuraunu Beibepute HyxHyt0 SVM, Storage
- Shares, HaxxmuTe KHoMky Create Share. Buibepute B none Folder to Share Tom, KoTopbi
CcMOHTUpoBasan B Namespace, B none Share Name - Ha3BaHue pecypca Ans KAMeHToB. HaxxmuTte
Create.
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daunnosbie pecypcbl NFS

Ina npenocTaBaeHns 4octyna no npoTokoay NFS K ToMy Hy>XHO, 4T06bl 3TOT TOM Obls1 MOHTUPOBAH B
Namespace. B naHenn Hasuraumm B pasgenie Storage Virtual Machines Bhibepute HyxHyl0 SVM,
packponTe cnucok Storage n Boibepnte Namespace.

. u cl0 - NetApp OnCommand Sy X

= C ‘0 A HeHapexHoiil  bitps:/[192.168.0.20 r.html#nan

NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
svmO1 v Overview Volumes Namespace Shares LUNs Qtrees Quotas SVM Settings
Namespace
_@_ Mount _& Unmount =4 Change Export Policy |G Refresh
Path Storage Object Export Policy Security Style
N 8 svm01_root default unix
ada
Mount Volume x
Volume Name: wiol_25052017 1 05?48_4| w7
Junction Name: wol_25052017_105748_4
Junction Path: ! Browse... ‘
Mount Cancel

90.
b8B
BoB
b2 C
01%

Select a single item from the table to view the item details.

ax

(o]=]
e T~

B nosiBuBLLEMCSA AMANOrOBOM OKHE BbliOepUTe HY)KHbIA TOM U NYTb, B KOTOPbIA TOM HY>XHO
NOAMOHTUPOBATD.

Ina ToMa HY>XKHO M3MEeHUTb NMOJINTUKY 3KCNOopTa AN npenoctasneHms goctyna rno NFS, oHa ykasaHa
B cnincke Namespace B nosie Export policy. B naHenn HaBurauum packponte cnmcok Policies
BbibepuTe Export Policies, B NosBMBLUIEMCS CANCKE NOAUTUK BbIBepUTE HY)KHbIN (KOTOPbIA Ha3HayeH
Ha ToM) 1 nobasbTe nNpasBuso HaxaTnem KHornku Add Rule.
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NetApp OnCommand System Manager Help - | Administration - | admin | Sign Out
Dashboard | LUNs | SVMs | MNetwork | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -

swm01 W Overview Volumes Namespace Shares LUNs Qtrees Quotas SVM Settings

SVM Settings

Protocols [@ create [/ Rename X Delete | I} Refresh

CIFs Policy | Create Export Rule x| ¥ =

NFS default

Client Specification:

ISCsl Enter comma-separated values for multiple client specifications
FC/FCoE Rule Index: 1 c 1l
Policies -
Access Protocols: CIFs
Export Policies TINFS ) NFSv3 [ NFSv4
Efficiency Policies | Flexcache
Protection Policies 0 If you do not select any protocol, access Is provided
through any of the above protocols (CIFS, NFS, or
Snapshot Policies FlexCache) conflgured on the Storage Virtual Machine
(5VM).
05 Paolicy Groups
Q e P Access Details: Read-Only Read/Write
Services
UNIX
NIS c
Kerberos 5
LDAP Client Kerberos 5i
LDAP Canfiguration Kerberos 5p
NTLM 2 5
Kerberos Realm 1 a a E ‘
@! Add Allow Superuser Access b
Kerberos Interface | Superuser access Is set to all i = B
Rule Ind¢ ad/Write Rule T  Superuser Access T
DNS/DDNS 1 i o
SVM User Details )
Users | OK | [~ Cancel|
Roles

Host Users and Groups
UNIX
Windows 1

Name Mapping

I Export Rules ‘ Assigned Objects

Ykaxute anana3oH IP-agpecos knneHToB B none Client Specification, suibepute Bepcun NFS un
paspelleHns goctyna, Haxxmute OK. ocTtyn K ToMy rno npotokosy NFS npepnocrasieH.

YnpaBneHue 6104HbIMU pecypcamMmu

Jlornueckue paspensi LUN

B naHenun HaBuraumm Boibepute HyxHyto SVM, packponTe cnncku Storage —» LUNSs, B nossmBLLEMCS
cnncke norundeckmx pasgenos (LUN) HaxxmuTe KHonKy Create.
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NetApp OnCommand System Manager

‘ Dashboard ‘ LUNs ‘ SVMs ‘ Network ‘ Hardware and Diagnostics ~ | Protection ~ | Configurations All ¥ | Search Q o -
svmO1 v | Overview | Volumes | Namespace | Shares | LUNs | Qtrees | Quotas | SVM Settings
LUNs I

[ LUN Management ” Initiator Groups “ Portsets ]

[@ create 3 clone [E Edit X Delete | Create LUN Wizard X

Name T  Container Path General Properties T Status T 3R+
You can specify the name, size, type, and an optional description for the LUN that you would like to
create.

(™) } You can enter a valid name for the LUN and an optional short description
<

Name: lun_25052017_110334_50

Description: {optional)

E You can specify the size of the LUN. Storage will be optimized according to the type
==\ selected.

© Type: Windows 2008 or later A4

Tell me more about LUN types
Size: GB v
Space Reserve: Default w | {optional)

Tell me more about space reservation

e e =

| Back ||  Next || Cancel |

OTkpoeTcs MacTep co3gaHmsa LUN. B nepsom hpenme mactepa byaeT npmBeTcTBue. Bo BTOpom
MOXXHO BblbpaTb Ha3BaHue LUN-a, ero Tun (15 kakon OC OH c034aeTcs), pa3Mmep, TakKe MOXHO
yKa3aTb, byaeT v onsg Hero ncnonb3oBaThbCa TexHonorus Thin Provisioning.
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NetApp OnCommand System Manager Help ~ | Administration ~ | admin | Sign Out

‘ Dashboard ‘ LUNs ‘ SVMs ‘ Network ‘ Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
svmO1 v | Overview | Volumes | Namespace | Shares | LUNs | Qtrees | Quotas | SVM Settings

LUNs I
[ LUN Management ” Initiator Groups " Portsets ]
[ create ‘[ clone [ Edit X Delere | Create LUN Wizard X

Name T Container Path LUN Container T Status B EED) S
You can let the wizard create a volume or you can choose an existing volume as the LUN container.

aMi
The wizard automatically chooses the aggregate with most free space for creating flexible
velume for the LUN. But you can choose a different aggregate of your choice. You can also
select an existing volume/qgtree to create your LUN.
° Create a new flexible volume in
Aggregate Name: | aggrl | Choose |
Volume Name: lun_25052017_110334_50_v
) Selectan existing volume or gtree for this LUN
9(
b8I
BoE
¥2
1t

| Back | MNext | [~ Cancel|

rax

LOE

Janee Hy>XHO 60 co3aaTb HOBbIV TOM (volume) ans gaHHoro LUN, BeibpaB arperat, Ha KOTOPOM
€ro co3naTtb, U Hanncas nMa, Mbo BbIBPaTL Y>Xe CO3AaHHbIN TOM.B cnenytouiem dpenme Boibepute
igroup, KoTopbIM ByaeT npe3eHToBaH AaHHbIN LUN, nanee Mo)xHO HacTponTb QOS.
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NetApp OnCommand System Manager Help - | Administration ~ | admin | Sign Out
‘ Dashboard ‘ LUNs ‘ SVMs ‘ Network ‘ Hardware and Diagnostics ~ | Protection ~ | Configurations All ¥ | Search Q o -

svmO1 v | Overview | Volumes | Namespace | Shares | LUNs | Qtrees | Quotas | SVM Settings

LUNs

[ LUN Management ” Initiator Groups " Portsets ]

[E create @ clone [Z7 Edit X Delete | Create LUN Wizard X

Name T Container Path Initiators Mapping T Status T (=R

You can connect your LUN to the initiator hosts by selecting from the initiator group and by optionally
providing LUN ID for the initiator group.

Map ~ Initiator Group Name Type LUN 1D (Optional)
iogroup1 Windows
| Show All Initiator Groups | Add Initiator Group |
| Back | Next || Cancel |

B nocnepgHem (penme bynet BbiBefeHa BbibpaHHaa KoHpurypauma Hosoro LUN, knnkHuTe Next un
LUN 6yneT co3naH.

Fpynnbl UHULKATOPOB

B naHenun HaBuraumm Beibepute Hy)KHyt0 SVM, packponTe cnnckn Storage —» LUNS, B OCHOBHOM
nose okHa BblibepuTe Bkaaky Initiator Groups, nosBUTCA CANCOK rpynn MHULMATOPOB. 34eChb
MOXXHO 006aBNSATb, U3MEHATb N YAANATb rPynnbl UHULMATOPOB. [Mpy co3aaHnn Fpynnbl HY>KHO
yKa3aTb Ha3BaHue, OC, Tun (FC nnwn iSCSI), a Takxe BBecTr cnncok agpecos (WWN nnm ign)
WHULMATOPOB (BNOCIEACTBMM CMTUCOK MOXHO MEHSATD).
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NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Metwork | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
svmO01 v Overview Volumes Namespace Shares LUNs Qtrees Quotas SVM Settings
LUNs
LUN Management || Initiator Groups || Portsets
[@ create ‘[ clone 7 Edit X Delete | Create LUN Wizard %
Name T  Container Path T Status T |EER(
Create Initiator Group b
General Initiators 3
Name:
Operating System: Windows v ‘
Type
Select the supported protocol for this group
© iscsi

FC/FCoE
Mixed (ISCSI & FC/FCoE) ‘
Portset

Portsets control the number of paths visible to the hosts.

Portset: Choose

| Cancel |

e ETETE

Back | | Mext | | Cancel

Ti

VnpaBneHue MIrHOBeéHHbIMU CHUMKaMU U KJIOHaAaMU TOMOB

MrHoBeHHble CHUMKM Shapshot

Ha Ka)xgoM ToMe pe3epBupyeTcs MecTo nog MrHOBEHHbIE CHUMKM, pa3Mep 3TOr0 pe3epsa 3ajaeTcs
npv CO34aHNN TOMA, U3MEHUTb 3TO 3Ha4YeHNEe MOXKHO 1 BMOCNeACTBUW. HacTponKku co3gaHmsa
MIHOBEHHbIX CHUMKOB TOMa 3ajatoTcs B crnncke Volumes (Bbibepute SVM, Storage —» Volumes)
BblAE/IEHNEM HY>XXHOIro TOMa 1 HaxxaTuem kHornkn Snapshot Copies —» Configure. MepBbin 4ekHOKC
NOSIBMBLUEr0oCsA OKOLLKA AenaeT BMAUMbIM KaTanor .snapshot faHHOro Toma ons KIMEeHTCKMX
X0CTOB. [pun BKAOYEHNM BTOPOro YeKBOKCa MOXHO 3af4aTb MOJUTKKY M pacincaHme Cco3gaHuns
MFHOBEHHbIX CH/MKOB.
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NetApp OnCommand System Manager

Dashboard | LUNs | SVMs | Metwork | Hardware and Diagnostics -~ | Protection - | Configurations All ¥ | Search Q o -
svmO1 v Overview Volumes Namespace Shares LUNs Qtrees Quotas SVM Settings
Volumes

Volumes FlexGroups

Configure Volume Snapshot Copies *
[@ create [27 Edit X Delete |Cfy clone - B 5 Protect | [ Provision Storage for VMware | »
- -l +
Name T Aggregate T Status ) Snapshot Reserves (3): ° = ci.. T IsVolume Mo...W | Encrypted T
ST T aggr o Online FiY Settln.g the 5nap§hot reserve to 0 perce".t is not recommended if the volume 5. No No
| used in NAS environment. However, setting the Snapshot reserve to 0 percent is
. B : ) L
vol 25052017 1... agerl ® online recommended if the volume is used in SAN environment. No No a
1 ) . -
vol 25052017 1... aggr! o Online B Make Snapshot d ectory {.snapshot) visible No No
Visibility of .snapshot directery on this volume at the client mount peints. ‘
Enable scheduled Snapshot Copies
Snapshot Policies and Schedules
Select a Snapshot policy that has desired schedules for Snapshot copies:
Snapshot Policy: default 4
Schedules of Selected Snapshot Policy: ‘
Schedule.... Retained Sn... Schedule SnapMirror Labe|
daily 2 Daily - Run at 0 hour 1... daily
hourly 6 Advance cron - {Minut...
weekly 2 On weekdays - Sunda... weekly <
bE
General 1 B
Current Timezone: Europe/Moscow K.
Name: vol_25052017_105748_ 1
_ )1
Status: @ online Tell me more about Snapshot configurations
Maximum Files: 31.12k
OK Cancel
Current Files: BB
Language: C.UTF-B (POSIX with UT... Junction Path: #vol_25052017_1...
Unicode: Enabled Export Palicy: default
Cache Policy: MA- Policy Group: None L
Retention Priority: “NA- Maximum Throughput: MNA
Details Space Allocation Snapshot Copies Storage Efficiency Data Protection Volume Move Details Performance |

CHUMOK MOXXHO C034aTb U BPY4YHYIO - /15 3TOr0 B TOM XK€ CMUCKEe HaXXMUTe KHoMKy Snapshot
Copies - Create, 3apanTte umsa ong CHUMKa n HaxxmuTe kHornky OK. [1ia BOCCTaHOBAEHNS TOMa C
MFHOBEHHOI0 CHUMKa OTKJo4MTe Sharing-n, pa3moHTupynTe Namespace n yctaHosuTe B Offline Bce
LUN-bI, CBA3a@HHbIE C JaHHLIM TOMOM, 3aTeM BblibepuTe ero n HaxxmmTe KHonky Snapshot copies -
Restore 11 B N0SBUBLLEMCS OKOLLKE BblOEPUTE HYXXHbIA CHUMOK.

KnoHuposaHue ToMmoB SnapMirror

TexHon0rns KNOHMPOBaHNSA TOMOB B cucTeMax xpaHeHus NetApp Ha3sbiBaeTcs SnapMirror. Tom-
NCTOYHUK, LOCTYMNHbLIN 419 YTEHUA U 3anncu, penanuupyeTcs B LeseBon TOM, 4OCTYMHbIA TOJIbKO
ONS YyTeHus. Bnocnencteuy Leneson ToM 06HOBASETCS C MOMOLLbIO MFTHOBEHHbIX CHUMKOB
(snapshots) ToMa-UcTo4YHMKa. TOM-UCTOYHUK U LLeNeBOM TOM MOryT ObiTb Kak B pa3Hbix CX[, 1
arperaTtax, Tak U B OOHUX U TeX Xe. [ng NCnonb30BaHUSA KJIOHMPOBAHNS TOMOB AOJKHbI BbITb
cobniiofeHbl cnegyloLine ycioBus:

e nimueH3na SnapMirror nomkHa bbiTb akTBMpOBaHa s CXI n ToMa-UCTONHUKA, U ONs
LLen1eBoro Toma;
® eMKOCTb LIeNIeBOro TOMa A0/KHA OblTb HE MEHbLLE eMKOCTN TOMAa-UCTOYHUKA;
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e L|e/1eBOM TOM HE MOXXET 6blTb KOPHEBLIM TOMOM CX[;

Co3pnaHue oTHowweHun SnapMirror

B naHenn HaBuraumm BeibepuTe HyXHYO SVM 1 Bbibepute cnncok Protection. B ocHoBHOM none
OKHa HaxxmuTe KHorky Create v BoibepuTe nyHKT Mirror.

cl0 - NetApp OnCommand S
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NetApp OnCommand System Manager Help ~ | Administration = | admin | Sign Out
Dashboard | LUNs | SVMs | Network | Hardware and Diagnostics - | Protection - | Configurations All ¥ | Search Q o -
svmO1 _ Create Protection Relationship X
Volumes . . .
+ Data protection refers to backing up data and being able to recover it. Depending on your data protection and backup needs, you can select an
Volumes Flex appropriate method to protect your data against accidental, malicious, or disaster-induced data loss.
Tell me more about different types of data protection relationships.
[&@ create [ Edit Relationship Type age for VMware | »
Rlame L | 1} Relatienship Type: Mirror i Frypted Lf
svmO1_root : 0 Provides asynchronous disaster recovery. Data protection mirror relationships enable you to periodically b
1 create and transfer Snapshot copies of data on the source velume to the destination volume and retain |
vol_25052017_1... & those Snapshot copies. i A
| — o = . . PO ? I
vol 25052017 1... ¢ Create version-flexible mirror relationship. (2) 1
Source Volume
Cluster: clo
Storage Virtual Machine:  swm01
Velume: wiol_25052017_105748_4 (| Used space 204 KB )
Destination Volume
2) Cluster: oo v
Storage Virtual Machine: | Select a Storage Virtual Machine | Browse... | (2)
Volume: New Velume Select Volume
Volume name: Aggregate:
90/
bBBY
General - Space Reserve (optional): | pefault A4 #BE
N C
Mame: Configuration Details o20°
D19
Status: _2) Mirror Policy:
Maximum Files: :
? ) Schedule:
_ 2
Current Files:
Language: None
Unicode:
. | Cancel |
Cache Policy: . Favice
Retention Priority: -MNA- Maximum Throughput: MNA
I Details Space Allocation Snapshot Copies Storage Efficiency Data Protection Volume Move Details Performance ..

B NosiBMBLLEMCA OKOLLKE YKa)XUTe Ha3BaHue, knactep, SVM 1 ToM NCTO4YHMKA, BbibepuTe, co3paBaTb
HOBbIV LieJIeBON TOM U UCMOJIb30BaThb PaHee CO3[aHHbIN, Co34aBaTb MNOMNTUKY KIIOHUPOBAHNA NN
MCMNOSb30BaThb CYLLECTBYIOLWMNIA, @ TaKXe 3afjanTe pacnmcaHue KJIoHMPOoBaHMS. Nlocsie HaCTPOMKHK
BCero HeobxoAmMMoro HaxxmuTe KHonky Create, 3anycTuTCa NpoLecc Co3aHns OTHOLLEHUI
KNOHWPOBaHUS.
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