2025/12/25 04:47 1/27 WHcTpyKuma agMuHncTpaTopa Hitachi Command Suite v8

NHcTpyKuuna agMuHucTpaTopa Hitachi
Command Suite v8

NMepBoHaYanbHasA HaACTPOMUKA

C nomoubto 0603peBaTeNs MHTEPHET NepenanTe No aapecy nHTepdenca seb-nHTepgenca Hitachi
Device Manager. Hanpumep: http://192.168.0.1:23015/DeviceManager/, rge 192.168.0.1 - agpec nau
[LOMEHHOE UM$ cepBepa Ha KOTopoM ycTaHoseHo MO Hitachi Command Suite.

OKHO BX0a B CUCTEMbI BbIrIAANT cnepywouwmnm o6pa30M:

HITACHI

Hitachi Command Suite

User ID:
Password:
Login Lieense

& HDwM: A llcense Is not registered for ane ar more storage systems.
Register valld license keys or license key files. {(KAIC15268-

Wy

All Rights Reserved. Copyright (C) 2015, Hitachi, Ltd.,

Mepen HayvanoM paboThkl C CUCTEMOW HEOOXOAMMO YCTAHOBUTL JINLIEH3UW, NAYLLNE B KOMMJIEKTE C
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060pyf0BaHMEM KOTOPbLIM NIAHNPYETCs YyNpaBasTb. [ yCTaHOBKMN NMLEH3UA HEODX0AMMO HaXXaTb
KHOMKY Licenses B OKHe BXxofa B CUCTEMY.

NHTepdhenc okHa ynpaBaeHns NMLEH3NAMMN MNO3BONSET YCTAHOBUTb ANLEH3MM UCMOJIb3YA KIOY UK
hann NMMUEH3nIn a Tak-Xe NPOCMOTPETb Y)Ke JINLLEH3NPOBaHHbIE YHKLMNW. [TprMep OKHa
yrnpasJsieHnsa NULEH3NAMN NpuBeaeH Ha PUCYHKe:

Product Verslon License Type License Message
10w M B.1.4-03 Permanent &\, A license Is not registered for one or mor..
HTSM B.1.4-00 Permanent &\, A license is not reglstered for one ar mor...

HTnM B.1.4-00 Permanent '&'\,A license is not reglstered for one or mor..

HRpM B.1.4-00 Unregistered lé_) Register valid license keys or license key...

Ucense: (s) Key

() File

Dashboard

[laHHaa BKNaAKa oTobparkaeT CBOAHYI0 MH(OPMaLIMIO O COCTOSHUN OTJIEXMBaEeMOro o6opyaoBaHuMS.
Bua n pacnonoxeHne 6710K0B MOXKHO M3MEHUTb UCNONbL3Yys KHOMKY Dashboard Settings.
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Hitachi Command Suite 8 HITACHI
File Actions Tools Help Logged in as: System | Log Out
e — i
Dashboard Resources Analytics Mobility Tasks & Alerts ¥ | & Search D=

| Dashboard Settings | i d

Storage System Alerts Datacenter Utilization - Physical Capacities 217 0O X

Storage System Mo. of Alerts

Total (30.23 T8) E1.0% (2447 TR

All Storage Systems

FMD/SSD (4.79 TB) 100.0% (.75 TE)

SAS/FC (25.43 TB)

40 60 BO

Open- Open- Open- Main-
. Allocated E Unallocated E Reserved frame E Free
Failed HCS Tasks
Top 10 Consumers
Storage

Task [B] |pti
5| 4 | Type escription Syshems

Aborted Time
Consumer Capacity Used Capacity E‘:E Sc',;stem Used
Create-Pool-1 | Create Pool G400 2015-11-23... pacity

172.27.8.17 13.99 TB 4.00 TB 0 MB
Run-Health-... | Run Health ... AMS500@1... 2015-11-18...

172.27.8.18 13.99 TB 4.00 TB 0 MB
Run-Health-... | Run Health ... HUS130@1... 2015-11-18...

172.27.8.24 13.99 TB 4.00 TB 0 MB
Unallocate-3 Unallocate V... G400 2015-11-23...

152.168.118.... 12.00 TB 7.22TB 0 MB
192.168.118.... 12.00 TB 7.22TB 0O MB

192.168.118.... 12.00 T& 7.22TB 0 MB
Failed System Tasks

:EEE:S Aborted Time Top 10 File Systems
File Server/Clu | Used
System ster Capacity

Allocation

Canect i i

Resldencyv

Tier Residency Y = O X

(© Waiting: 0 ) In Progress: 0 ) Completed: 15 ) Failed: 3

ApMmuHuctpuposaHue (Administration)
,D,J'Iﬂ Ha4dana pa60TbI C cucTemom H606XO)J,I/IMO NOAKMKYNTb CUCTEMBI XPaHEHWA OaHHbIX B pa3nene
Administration ncnons3ys kHonky Add Storage Systems.

PekoMeHayeTCs CO34aTb OTAE/IbHOMO NoMb30BaTesNA Ha CUCTEME XPaHEeHUA OAHHbIX C YYEeTHbIMU
AaHHbIMK KOToporo byaeTt npom3soaunTcs nogknodeHmne Device Manger k CXI.

B macTepe nobaBneHme CMCTEMbI XPaHEHUS AaHHbIX Heobxoaumo BbibpaTh TN CXM, 3aa4aTh aapec
yrpaBieHUsi N y4YETHbIE AaHHbIE.
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Add Storage System

To add a storage system to the list of the managed resources, specify its type, IP address, and other
parameters.

Storage System Type: l VSP G1000 L4 J

1P Address/Hast Name: 192.168.0.1

User ID: malntenance

Fassword: sesssessmesEEnEn

|i’| Enable SVP/CCI user account authentication by HCS

Mocne nobaBneHns BeX CUCTEM XPAHEHUS AaHHbIX HE06X0AMMO MPOM3BECTY UMMNOPT MHGOPMALIUK O
cepBepax unu 1obaBuUTL CEpBEPA B PYYHYIO CO BKNaaKu Hosts.

®YHKUMSA MMNOPTa NO3BOJISIET aBTOMATUYecKn 3arpy3uts WWN-aapeca n UMeHa CEPBEPOB C CUCTEM
XpaHeHusa OaHHbIX. s 3anycka nMnopTa HeobxoAnMo BbibpaTb NyHKT MeHK0 Hosts Scan, Kak
MOKa3aHO Ha PUCYHKe.
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Hitachi Command Suite 8 HITACHI

- L4 File Actions Tools Help Logged in as: System | Log Out
P—
4 Resources Analytics ili Tasks & Alerts Administration . Jo R

Administration Managed Resources ?

mﬁ Managed Resources Managed Resources

[FaUsers and Permissions Storage Systems Hosts File Servers vCenters Data Collection Tasks
v» User Groups

AR U (7 ric | o0 ET) [Coumnsetings | M%S"  fpages [ solc) | < pages 1 /3 551

W Security
! || Hest 4 1P Address o5 vCenter RelEey
B User Profile Status

Last Refreshed

172.27.8.17 VHware wes-tsod @Comgle:ed 2015-11-18 ...
172.27.8.18 VHware ves-tsod @Comgleted 2015-11-18 ...
172.27.8.24 VMware wes-tsod @Comgle:ed 2015-11-18 ...
172.27.8.26 VMware ES... HDC {127.0... | app-vc01 @Comgle:ed 2015-11-23 ...
172.27.8.27 VMware ES... HDC {127.0... | app-vcll @Comgle:ed 2015-11-23 ...
172.27.8.28 WMware ES... HDC {127.0... app-vc0l @Comgleted 2015-11-23 ...
172.27.8.29 WMware ES... HDC {127.0... app-vcOl @Comgle:ed 2015-11-23 ...
172.27.8.30 VMware ES... HDC {127.0... | app-vc01 @Comgle:ed 2015-11-23 ...
192.168.11... VMware ES... HDC {127.0... | vc-test.local @Comgle:ed 2015-11-18 ...
192.168.11... VMware ES... HDC {127.0... | vec-test.local @Comgle:ed 2015-11-18 ...
192.168.11... VMware ES... HDC {127.0... | wve-test.local @Comgle:ed 2015-11-18 ...
192.168.11... WMware ES... HDC {127.0... we-test.local @Comgleted 2015-11-18 ...
192.168.11... VMware ES... HDC {127.0... wec-test.local @Comgle:ed 2015-11-18 ...
192.168.11... VMware ES... HDC {127.0... | vc-test.local @Comgle:ed 2015-11-18 ...
192.168.11... VMware ES... HDC {127.0... | wve-test.local @Comgle:ed 2015-11-18 ...
192.168.11... VMware ES... HDC {127.0... | vec-test.local @Comgle:ed 2015-11-18 ...
192.168.11... WMware ES... HDC {127.0... wvec-test.local @Comgle:ed 2015-11-18 ...

192.168.11... WMware ES... HDC {127.0... we-test.local @Comgleted 2015-11-18 ...

192.168.11... VMware ES... HDC {127.0... | vc-test.local @Comgle:ed 2015-11-18 ...

192.168.11... VMware ES... HDC {127.0... | vc-test.local @Comgle:ed 2015-11-18 ...

(o
L
L
L
L
L
L
L
L
L
([
L
L
L
L
[
L
L
L
L
L

152.168.11... VMware ES... | HDC{127.0.. | vc-testlocal | (¥)Completed | 2015-11-18 ...

(©) Waiting: 0 € In Progress: 0 & Completed: 15 ) Failed: 3

B MacTepe umMnopTa XoCcTOB HEOHX0AMMO 3aAaTh CUCTEMbI XpaHEHWS AaHHbIX C KOTOpbIX byaeT
3arpy>xeHa nHgopMauus o cepeepax.
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! Warning: Scanning for hosts automatically creates hosts with host names that come from the
host group/ISCSI Targets which registered on the storage system. (KAIC16518-W)

* The host group/ISCSI Target names should be the same as the host names.
* The WWNs/ISCSI Names that are reglistered on the host group should be the same as the HBA's WWNs or
the ISCSI Initiator's ISCSI names on the host.

[¥] Iunderstand the warning.

Available Storage Systems

s Fllter m Column Settings |  Rows/page: ol IEHEl Page: 141 E“EI

|_| Storage System & Model Serlal No. Mo. of Host Groups

| wadd || & Remove |

Selected Storage Systems

Column Settings Rows/page: | 301~ IEHEl Page: 1 /1 E“EI
|| | Storage System & Model Serlal No. Mo. of Host Groups

|_| . AMS500@172.27...  AMS500 75010745

L] a G400 VEP G400 410280

|_| ’ HUSLI0@172.27... HUSL30 92250388

Selected: D of 3

Submit Cancel 7

Pecypchl (Resources)

OCHOBHble fenCTBMSA No NpefoCcTaBleHNO ANCKOBOI0O pecypca cepeepam Npon3BoAMATCS Ha BKIagKe
Pecypchbl. B pasgene Storage Systems npencrtaeneHa MHGOpPMaLMsA 0 BCeX yrpaBiseMblX CUCTeMax
XPaHEHMA AaHHbIX.
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Hitachi Command Suite 8 HITACHI
- - File Actions Tools Help Logged in as: System | Log Out

— - - T - ) - -
L] Resources Analytics Mobility Tasks & Alerts Administration v Search Jo i

Resources All Storage Systems ?

Storage Systems All Storage Systems

= ﬁ‘ﬁ All Storage Systems Actions |
U AMS500@172.27.2
ri HUS130@172.27.2
HE G400

Mo. of Storage Systems 3 Mo. of Volumes 16
Open-Allocated Capacity 38,75 TB Open-Unallocated Capacity 0 MB

Open-Reserved Capacity 12,13 TB Mainframe-Unspecified Capacity 0 MB

Storage Systems

o s e
| #Filter ||Em | Column Settings | Rows/page: | 30|v|IE|E| Page: 141 EI@I

Open- Open- Mainframe-
Unallocated Reserved Unspecified Last Refreshed
Capacity Capacity Capacity

[ i amssoo... 57578 0 MB 0 MB - 2015-11-23 ..

|_| Storage i Mo. of Open-Allocated
System Volumes Capacity

L a G400 21,00 TE 0 MB 12,13 T& - | 2015-11-27 ...

L m HUS130... 12,00 T& 0 MB 0 MB - | 2005-11-23 ...

Hosts
File Servers
Logical Groups

Tiers

w

General Tasks

A& Create Pool

§' Create Volumes
a5 Manage Replication
€. Migrate Data

more...»

(© Waiting: 0 € In Progress: 0 & Completed: 15 ) Failed: 3

B pa3gene KaK4on CUCTEMbI XPaHEHUS MePapXMYECKM PacnoNiOXKEeHbl BKIaAKKW, NO3BOASOLLME
noay4nThb NoapobHY0 MHMOPMaLUto 0 nornyeckon cTpykType CXI.

e DP pools - UHopmauma o nynax Co3A4aHHbIX Ha CUCTEME XPaHEHUS OaHHbIX. [Tynbl
06beAnHAIT HeckonbKo RAID rpynn v No3BOASIOT ONTUMU3NPOBATbL XPaHEHME 3a cYeT
pacrnpefesieHns LaHHbIX MeXAy BCeMU rpynnamm nx COCTaBJIAIOWNMA 1 3@ CHET PYHKLMOHaa
“TOHOro"” BblAeneHnsa OUCKOBOr0O MPOCTPaHCTBA.

e Parity Groups - UHdopmauus o RAID-rpynnax, ncnonb3yembix Ha cucteme. Obbi4HO RAID
rPynmnbl UCNOJb3YIOTCA ONA CO34aHUSA MyNoB. [pynmnbl CO30A0TCA aBTOMATUYECKN NN
NHxxeHepom CX[.

e Volumes - HopmaLuma 0 Iorn4yeckmx ToMa, Co34aHHbIX Ha CUCTeMe.

o Open-Allocated - Jlornyeckre ToMa KOTOpble NPefoCTaB/IeHbl B N0J/Ib30BaHNE KaKOMY
nnbo cepsepy.

o Open-Unallocated - Jlornyeckme TomMa KOTOpbIe CO3[aHbl HAa CUCTEME HO eLle He
MCMNONb3YIOTCA U HE NPeLoCTaB/IeHbl B MONb30BaHNe KakoMy nbo cepsepy.

o Open-Reserved - Jlornyeckue ToMa KOTOPbIE NCMONb3YIOTCS B CNTYXEOHbIX Lensax nim
3aHATbI B penankaumm.
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e External Storage - Cnucok BUPTYaM30BaHHbIX TOMOB C BHELLHUX CUCTEM XPaHeHNA JaHHbIX.

Hitachi Command Suite 8

— - File

4 Resources

Storage Systems

= ﬁﬁ All Storage Systems
AMS500@172.27.2.8
HUS130@172.27.2.1
¥ G400

+ i DP Pools
) Parity Groups

L ﬁﬂ Volumes
¥ External Storage
= Components
&% Ports/Host Grou
rf Cache Partitions
1:'; Encryption Keys
ﬁ"ﬂ. License Keys

! Maintenance Uti

Hosts
File Servers
Logical Groups

Tiers

-
General Tasks
gl'f Allocate Volumes
@"' Create Pool
E' Create Volumes
a5 Manage Replication
€. Migrate Data

MOre...k

(©) Waiting: 0 ) In Progress: 0

Actions

Tools Help

Analytics Mobility Tasks & Alerts

G400

All Storage Systems > G400

Actions | v

Storage System G400 Open-Allocated Capacity

Model V5P G400 Open-Unallecated Capacity

Serlal Mo. 410260 Open-Reserved Capacity

SVIP IP Address 172.27.2.80 Host Name

T8 Addrace FT1L1Y 179 97 3 a0 10 Addvace (0TI 3Y

Detailed Information

Group

[ 0P Pools

[y Parity Groups

E’a Open-Allocated
fﬁ Open-Unallocated
f"@ Open-Reserved
@tx‘cema Storage
@ Components

[@ Ports/Host Groups
@, Cache Partitions
L% Encryption Keys
[@- License Keys

% Malntenance Utilit

& Completed: 15 §) Failed: 3

Administration

179 97T 3 on

Logged in as: System

Microcode SVP
Microcode DKC
Total Cache

Last Refreshed

HITACHI

& Search

B3-02-01-40/00
B3-02-01-40/00
22,50 GB

2015-11-27
17:42:11

Log Out

oW

7

~

B cucteme cyLiecTByeT BO3MOXHOCTb BbI3BaTb KJaCCMYECKUN NHTepdenc yrnpasaeHns CUCTeMOom
XpaHeHusa faHHbIX - Storage Navigator nnm Storage Navigator Modular (B 3aBucumocTu oT Tuna CXM).
Ons aToro Heobxoammo BeibpaTe CX[ 1 HaXkaTb NYHKT MeHto Element Manager.
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Hitachi Command Suite 8 HITACHI
L L File Actions Tools Help Logged in as: System | Log Out
P i
1 Resources Analytics Mobility Tasks & Alerts Ad ministration v Search D=

Resources Maintenance Utility ird

Storage Systems All Storage Systems > G400 > Maintenance Utility

= ﬁﬁ All Storage Systems
AMS500@172.27.2.8
% HUS130@172.27.2.1
¥ G400
» i DP Pools
=) Parity Groups
L Wf, Volumes
¥ External Storage
rfl-% Components
& Ports/Host Grou
[ Cache Partitions
ﬁ, Encryption Keys
nE, License Keys

[z ¥1 Maintenance Uti

Hosts
File Servers
Logical Groups

Tiers

o

General Tasks

@ Create Pool

]'+ Create Volumes
*a= Manage Replication
€ Migrate Data

MOore...

(© Waiting: 0 ) In Progress: 0 ) Completed: 15 ) Failed: 3

MpepocTaBsieHne 4UCKOBOro pecypca cepBepam

YT06bI NPEenoCTaBMTbL ANCKOBLIN Pecypc cepBepy Heobxoammo Ha BKNaake Resources —» Hosts
BblIOpaTb O4WH MM HECKOJIbKO CEPBEPOB M HaXkaTb KHOMKY Allocate Volumes.
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Hitachi Command Suite 8 HITACHI

— - File Actions Tools Help Logged in as: System | Log Out

PE— .
1 Resources Analytics Mobility Tasks & Alerts Administration ¢ Search ol

Resources Virtualization Servers I

Storage Systems All Hosts > Virtualization Servers

Virtualization Servers

Allocate Volumes Unallocate Volumes Refresh Hosts | Export to CSV | Selected: 5 of 24
2 Filter m Column Settings Rows/page: 30|~ IE‘El Page: 141 E"EI

|_| Virtualization
Server

& | WWN WWN Nickname Capaclty Type vCenter

L @ 172.27.8.17 10.00.00.00.C... 13,99 T8 | YMware ESX ves-tsod

Ll 172.27.8.24 | 20.00.00.25.6... _
172.27.8.26 50.01.43.80.0... _ app-voll
172.27.8.27 50.01.43.80.0... _ app-voll

@ 172.27.8.29 50.06.0B.00.0... 11,00 T8 | WMware ESX app-vcll

172.27.8B.28 50.01.43.80.0...

@ 172.27.8.30 50.01.43.80.0... 11,00 T&  VMware ESX app-vell
@ 192.168.11... | 21.00.00.1B.3... 12,00 TB | WMware ESX ve-test.local
ﬁ 192.168.11... | 21.00.00.1B.3... 12,00 Té | VMware ESX ve-test.local
ﬁ 192.168.11... | 21.00.00.1B.3... 12,00 Té | VYMware ESX ve-test.local
@ 192.168.11... | 21.00.00.1B.3... 12,00 TB  VMware ESX ve-test.local
File Servers @ 192.168.11... | 21.00.00.1B.3... 12,00 TB  VMware ESX ve-test.local
Logical Groups @ 192.168.11... | 21.00.00.1B.3... 12,00 T8 | WMware ESX ve-test.local
Tiers @ 192.168.11... | 21.00.00.24.FF... 12,00 T&  VMware ESX ve-test.local

Ea

@ 192.168.11... | 21.00.00.24.FF... 12,00 TB | WMware ESX ve-test.local
General Tasks

@ 192.168.11... | 21.00.00.24.FF... 12,00 T8 | VWMware ESX ve-test.local

ﬁ 192.168.11... | 21.00.00.1B.3... 12,00 Té | VMware ESX ve-test.local
'E,"' Create Pool

" i 192.168.11... | 21.00.00.24.FF... 12,00 T8 | VMware ESX vc-test.local
¥ Create Volumes

E Manage Replication @ 192.168.11... | 21.00.00.1B.3... 12,00 Té  VMware ESX ve-test.local

'!' Migrate Data @ 192.168.11... | 21.00.00.1B.3... 12,00 TB  VMware ESX ve-test.local

More...»

(© Waiting: 0 & In Progress: 0 &) Completed: 15 ) Failed: 3

Ons npepnoctaBneHns ToMma Heobxoanmo 3aaaTh Tpebyemoe 4ncio ToMoB, HeobxoanMbIn 06beM,
BbibpaTe CX 1 TUN TOMA.

ABTOMaTH4YECKUNA pEeXUM

Mo yMOJIYaHUIO CMCTEMA NpeanaraeT aBTOMAaTUYECKUIA PEXUM NPeaoCTaBNeHNs AUCKOBOMO pecypa.
B naHHOM pexume CX[] aBTOMaTMYECKM CO3[aeT IOrnyYeckne ToMa B COOTBETCBUM C TpeboBaHAMMM
nonb30BaTeNs U NPeaoCTaBNseT ero cepeepy. B ciyyae ecnm Toma yxxe co3aaHbl peKoOMeHayeTCs
NCM0JIb30BaTb PYYHON PEXUM.
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Allocate Volumes

To allocate volumes to a host, first select the host and specify number of volumes, capacity, and characteristics. To define /O connections between the host and
storage system, edit the LUN paths.

Host: 172.27.8.18, 172.27.8.24, 172,27.8.26, 172.27.8.27, 172,27.8.28

-

No. of Volumes: ij

Volume Capacity: | 1 |I GBE v J

Required capacity:  5.00 GB

Storage system: I G400 - I

Volume type: Dynamic Tiering -

Volume Selectl... (=) Automatic i) Manual Poal:  Select Pool Select Pool

¥ Advanced Options

# LUN Path Options

N

Mo. of LUN Paths per Volume: 2 E

LUN Paths

Storage
Port...

172.27.8.24 20.00.00.25.85.22.00.3D CL1-A CHB-1A FC G400
172.27.8.24 20.00.00.25.85.22.00.1D CL2-A CHB-2A FC G400
172.27.8.18 10.00.00.00.C9.9A.C8.F5 CLa-A CHB-2A FC G400
172.27.8.18 10.00.00.00.C9.94.C5.F4 CL1-A CHB-1A FC G400
172.27.8.27 50.01.43.80.00.CL.84.D6 CL3-A CHE-1A FC G400
172.27.8.27 50.01.43.80.00.C1.84.D4 CL1-A CHB-1A FC G400
172.27.8.26 50.01.43.80.00.C0.A3.2E CL3-A CHE-1A FC G400
172.27.8.26 50.01.43.80.00.C0.A3.2C CL1-A CHB-1A FC G400

Edit LUN Paths

¥ Host Group and LUN Settings

Host Host Port WWN/ISCSI Name | Storage Port Cantroller Starage System

Show Plan Cancel

Py4yHOM peXxum

PY4YHOI peXxMm No3BONSeT NPeaoCTaBMUTb AOCTYN CEPBEPY K CYLLECTBYIOLEMY JIOTMYECKOMY TOMY.
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Allocate Volumes

To allocate volumes to a host, first select the host and specify number of velumes, capacity, and characteristics. To define I/O connections between the host and
storage system, edit the LUN paths.

Host:  172.27.8.18, 172.27.8.24, 172.27.8.26, 172.27.8.27, 172.27.8.28

Mo, of Volumes:

Wolume Capacity:

Required capacity: 5.00 GB

Storage system: l G400 - J

Volume type: Dynamic Tiering -

Volume Selectl... () Automatic (=) Manual Foal: | Select Pool |

Column Settings Rows/page: 30|~ IE‘E' Page: /1

WWH/ | WWN Host OB Drive

Wolum Port Group Capacl | Parity e Drive Chip RAID
Label Host Port LM Poal

S e S e (o [Nk o Type | /ISCSI ty Group | 0| Atrb | Type (F":EME‘; Type | Level

Target ute

MName | me

Add Volumes ] | Remove Volumes

¥ Advanced Options

# LUN Path Options

-

No. of LUN Paths per Valume: 2 ij

LUN Paths

Host Host Port WWN/ISCS1 Name | Storage Port Controller :Otor;age Storage System

172.27.8.24 20.00.00.25.85.22.00.30 CL1-A CHB-1A FC G400
172.27.8B.24 20.00.00.25.85.22.00.1D CLz-A CHB-2A G400

Show Plan Cancel

YT106bI BLIOPATL TOMa A5 NpefoCTaBieHnsa AocTyna Heobxoammo HaxaTb KHoMky Add Volumes B
macTepe Allocate Volumes, B pasaene Advanced Options.

B macTepe nobaBieHVs TOMOB NpeACTaB/IeHO ABa PeXuMa 0TobpaXkeHus:

1) Unallocated Volumes - Toma KoTopble He UMeloT nyTen K cepepaM. OBbI4HO B JAHHOM Cnucke
Haxo04ATCS TOMa KOTopble BblIn CO3aHbl 3apaHee 1 eLle He MOAKJIIYEHbI K CepBEpaM.
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Add Volumes

Select volumes to allocate.
volumes (=) Unallocated Volumes () Allocated Volurmes

Available Volumes

Rows/page: | 30/= | < Page: 1 /0

Host Wolum
D V“"""l Label | Host r;i"s ::::: Port Port Group LUN Capac | Parity Paol [ Drive Erlve Chip RAID Etceesou
e 1 ame Type ,;.s-::s Ity Group ﬁrlb Type (REM) Type Level Group
Selected: 0 of O
| *add | | & Remove |

Selected Volumes

Column Settings Rows/page: 30| = |[1=|| «| Page: 141 E“EI
Host Wolum
WWN | WWN Drive Resou
L] | Yo | Label | Host | jiscs | Mickn | Part | POt f;‘:_:“s" LuN E"’"‘“ Za”t“ Pool S B il f:“:’l =
e 1 ame Type 1| ¥ roup I.":er Type (REM) Type Ve Group

2) Allocated Volumes - ToMa KOTOpbIE Y>Xe NOAKNYeHbl K cepBepaM. OBbIYHO B aHHOM CMUCKe
Haxo4sATCA TOMa, KOTOPbIE Y)Ke MCNOJb3YITCA cepBepamu. Beibop ToMOB 13 3TOro cnncka Tpebyetcs
TONIbKO TOrfAa, Korga Bbl XOTUTE NPefoCTaBMThb AOCTYN K 0A4HOMY TOMY Cpa3y HECKOJIbKUM CcepBepam.

Mocne Bbibopa Heobx0aMMbIX TOMOB NX HYXHO A00aBUTL B pa3aen Selected Volumes ¢ nomoLbio
KHOMKK Add.
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Add Volumes
Select volumes to allocate.
Volumes () Unallocated Volumes (=) Allocated Volumes
Available Volumes

Rows/page: | 30 - 1c) < rage: 3 / 1

Host Volum
WWN | WWN Drive Resou
D :olunl Label Host /ISCS | Nickn Part Part Group LUN Capac | Parity Poal e Drive Chip RAID

Type [I5CS ity Group Arrib | Type Level ree
1

Type
1 ame it (RPM} Group

]| oo | prive. 172 min.. 0001 | 50..

W 50 CLL... FC = oro V.. = = - - -
I T O 2 O O

l ¥ Add I | & remove |

Selected Volumes
Rowsfpage: |__30-| i< | <|page: 1 /1 |35

Volum
WWN Drive Resou
D :"c:lun}I Labeal Nickn Capac | Parity Pool e Drive < Chip RAID ree

Ity Group .»I:l.rtt;rlb Type (REM) Type Level Group

[] | oo.. | TsoD 50... - CV...
L] | oo:... | Tsop 50... | - V...
] oo, min.. 1,0.. | - V...

ame

Nanee TpebyeTcs 3aaTb YMC/I0 NyTeN KOTOPbIMM ByeT NoAK/IOYEH TOM K cepBepy. 1o yMonyaHuio
AOCTATOYHO ABYX NyTen Ans obecnevyeHns oTKasoyCcTonynBocTn. CUCTEMa aBTOMATUYECKHN
onpeaenseT K Kakum noptam CX[ NoAK/OYEHbI Kakue afpeca cepBepa, 1 Npu BOSHUKHOBEHUN
OLWMOKKM - 0TOBParkaeTCs yBeLOMIEHNE O HEBO3MOXXHOCTMW NPEfOCTaBUTb JOCTYM JIOrMYeCKOMY TOMY
no TpebyemMoMy KOJIM4eCTBY NyTeN.
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Allocate Volumes

p Information: The specified number of LUN paths exceeds the number of ports on the host ("172.27.8.18, 172.27.8.26, 172.27.8.27, 172.27.8.28")
| i ) or storage system. The number of paths displayed in the LUN Paths table s equal to the number of ports on the host or storage system. Edit the paths
as appropriate.

To allocate volumes te a host, first select the host and specify number of velumes, capacity, and characteristics. To define 1/O connections between the host and
storage system, edit the LUN paths.

Host: 172,27.8.18, 172,27.8.24, 172.27.8.26, 172.27.8.27, 172.27.8.28

Iy

Mo. of Wolumes: E

Volume Capacity: i
Required capacity: 5.00 GB
Storage system: l G400 ¥ ]

Volume type: Dynamic Tiering | =

Volume Selecti... (=) Automatic () Manual Fool: Select Pool Select Pool

¥ Advanced Options

s LUN Path Options

Mo. of LUN Paths per Violume:

LUN Paths

Storage
Port...

172.27.8.18 10.00.00.00.C9.94.C8.F5 CL4-A CHB-24 FC G400

Host Host Port WWHN/ISCS1 Name | Storage Port Caontraller Storage System

172.27.8.18 10.00.00.00.C9.94.C8.F4 CL1-A CHB-1A FC G400
172.27.8.24 20.00.00.25.85.22.00.3D CL1-A CHB-1A FC G400
172.27.8.24 20.00.00.25.85.22.00.1D CL2-A CHB-2A FC G400
172.27.8.24 20.00.00.25.85.22.00.2D CL4-A CHE-2A FC G400
172.27.8.26 50.01.43.80.00.C0.A3.2E CL3-A CHB-1A FC G400
172.27.8.26 50.01.43.80.00.C0.A3.2C CLI-A CHE-1A FC G400
172.27.8.27 50.01.43.80.00.C1.84.D6 CL3-A CHB-1A FC G400

Edit LUN Paths

¥ Host Group and LUN Settings

Show Plan Cancel

Ina 6onee geTanbHOM HACTPOMKK NyTen HeobxoamMMo HaxaTb KHoMnKy Edit LUN Paths.
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Edit LUN Paths

You can edit the LUN paths graphically or by using the selection table. To create LUN paths, choose ports to connect. First, select storage ports on cne end, then
connect them to the ports on the other end. You can also select LUN paths to remove them.

Selected Hosts: 172.27.8.18, 172.27.8.24, 172.27.8.26, 172.27.8.27, 172.27.8.28
Selected Storage System: G400
Mo. of LUN Paths per Volume: 4

Edit LUN Path By: (=) Topolegical Graph [ ) Selection Table

et

Storage Ports LUN Path Editor

Port Cantroller Mo. of Hosts Storage Ports Paths Host Ports
CHB-1A

CHE-2A

CHB-14 iy 172.27.8.18 (2 paths) s

CHB-2A 2 (afiy 10.00.00.00.C9.94.C9.F5
CHB-1A (sff§ 10.00.00.00.C9.94.C9.F4
CHB-28 0 [0 172.27.8.24 (4 paths)
CHB-1A 0 (sfi§ 20.00.00.25.85.22.00.20
CHB-2A 0 (sfi§ 20.00.00.25.85.22.00.3D
_ . (&fi§ 20.00.00.25.85,22.00.1D
CL4-A (2 paths) D i
_ i (aff§ 20.00.00.25.85,22.00.00
CL1-A (5 paths) @ [
__ i i 172.27.8.26 (2 paths) &
cL2-A (1 path)' D i
_ i (aff§ 50.01.43.80.00.C0.A3.2C
CL3-A (4 paths) & [ i
= (5[ 50.01.43.80.00.C0.A3.2E
iy 172.27.8.27 (2 paths) b
(& 50.01.43.80.00.C1.84.04
(& 50.01.43.80.00.C1.84.06
iy 172.27.8.28 (2 paths)dh
(& 50.01.43.80.00.AC.0C.40
(afiy 50.01.43.80.00.4C.0C.42

Clear LUN Paths

JaHHbIA MacTep No3BonseT B Tabnauue unm B rpahmyeckom pexnme 3aflaTb COOTBETCTBUE MEXAY
nopTamy CUCTEMbI XPaHEHUS AaHHbIX U MOPTaMu cepeepa.

O6beguHeHMe pecypcoB B JIOrMYeCcKUe rpynnbl

Co3aaHue rpynn pecypcoB No3BoasieT 06beANHATL Pa3nyHble cepBepa UM Habopbl TOMOB. [aHHbIN
(hYHKLIMOHAN MO3BOJIAET YNPOCTUTH PAbOTY CO CIOXKHBIMW CUCTEMAMMU, COCTOALLIUMU U3 HECKOSIbKNX
KOMMOHEHT.
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Hitachi Command Suite 8 HITACHI

= - File Actions Tools Help Logged in as: System | Log Out
4 Resources Analytics Mobility Tasks & Alerts Administration v Search D=

Resources Public Logical Groups ?

Storage Systems Public Logical Groups

rosts RN

File Servers
Name Public Logical Groups

Logical Groups Mo. of Hosts | 22 No. of Wolumes 9

~ [# public Logical Groups Total Capacity | 36,99 TB Last Refreshed  2015-12-02 00:10:02
» iy Munucrepcreo

Logical Groups
+ ¥ OTpen LOA

o tocen Covc Gow | oo ot s ] e
& Filter m Column Settings Rows/page: 30| - IE“EI Page: 141 El@l

L | | Mame & | Description

[ | & Musucrepcreo
L [@ OTnen YWHTY Mypawos
[ | [fomen uo;

Tiers

s

General Tasks

@ Create Pool

E' Create Volumes
a5 Manage Replication
€. Migrate Data

maore...k

© Waiting: 0 @ In Progress: 0 & Completed: 15 ) Failed: 3

CywecTByeT Tpu B rpynmn:

e Manka - CAYXXWUT Aas CO34aHNS epapXMYeckoin CTPYKTYpbI.
e ['pynna cepBepoB - CNYXUT A5 06 beMHEHUS CEPBEPOB B FPyMMbl
e ['pynna TOMOB - CNYXUT Aas 06beaNHEHNs TOMAOB B rpynmbl.

MacTep co3faHus rpynnbl TOMOB BbIFASANT CleaylowmnM obpasom:
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Create Logical Group

To create a loglcal group, specify the name, description, and how to create It. If you choose group of hosts or group of volumes, you can specify the members here.

Mame: #

Description:

Create as: () Folder (=) Group of hosts () Group of volumes
Specify hosts: @ By Search Criteria (\_} Manually

IP Address Host Name Operating System

I Add Criterla J[ Edit Criteria ]

# Search Result Preview

Host Name 1P Address

* Required Field

B rpynnax MoxHoO 3agaTb Mb0 yC0oBMS NOMCKa KOTopble ByayT aBTOMaTUYeCKn BbibpaTb pecypchl
B COOTBETCTBMM C 3aiaHHbIMW NapameTpamu, Nnbo B py4Hyto BeibpaTb HeobxoanMble pecypsbl 1
06HOBAATL FPYNMy B PYYHYHO.
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Add Conditions

Specify criterla to select hosts for the logical group.

# IP Address Criteria

Address range: Starting address: Ending address:

# Name Criteria

Name: is b 4

# Operating System Criteria

Operating system: l Is L ] l VMware - ]

# Search Result Preview

Host Name 1P Address s Type

172.27.8.17 = 13,99 TB  VMware ESX
152.168.118.64 - 0D HME  VMware ESX
192.168.118.63 = 0O MB  VMware ESX
172.27.8.24 - 13,99 TB  VMware ESX
192.168.118.163 = 12,00 TB  VMware ESX
1592.168.118.167 - 12,00 TR VMware ESX
192.168.118.164 = 12,00 TB  VMware ESX
1592.168.118.162 - 12,00 TR VMware ESX

AHanutuka (Analytics)

Bknanka AHanMTuka otTobpa)kaeTcs TONbKO eCv MuUeH3npoBaH NpoayKT Hitachi Tuning Manager.

JaHHbIN pa3fen aBToMaTUYeCcKn noay4vaeT faHHble 13 MO MOHUTOPWHIA NPOWU3BOANTENIbHOCTHY
Hitachi Tuning Manager n no3sonseTt obHapyXusaTb “y3kue Mecta” 1 npobnembl B AUCKOBON
NnoAcMcTeMe CepBEPOB.

Ina aHannsa npobaem noacucTtemMmbl HeObX0ANMO BbIOpPaTb FPYNMy UK OTAENbHLIN CEPBEP, aHaNN3
KOTOpbIX TpebyeTca NponsBecTn n HaxxaTb KHOMKY Identify Performance Problems.
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Hitachi Command Suite 8
Actions

= - File

4 Resources

Analytics

Logical Groups

v [# Public Logical Groups

HITACHI

Logged in as: System | Log Out

om

Tools Help

Analytics Mobility Tasks & Alerts Administration & Search

Public Logical Groups ?

Public Logical Groups

Actions | «

'rt}]Private Logical Groups

Name Public Logical Groups

No. of Hosts 22 No. of Volumes | 9

Total Capacity 36,99 TB Last Refreshed

2015-12-02 00:10:02

Logical Groups

Identify Performance Problems
2 Filter m Calumn Settings

Name

Selected: 1 of 3

VN

Last Health-Check
Date

Rows/page: 30| ~| 1= <] Page:

Analysis Start
Time

Analysis End

& | Description
# Time

Health Status

D wa

@) % MUHKCTEDCTED

a Orpen YWTY ® ok (View List) | 2015-11-23 00... | 2015-11-29 23... | 2015-11-30 03:...

O | [0 0maen uoa @ OK [View List)  2015-11-2300... 2015-11-2923.. 2015-11-3003:...

Hosts

Virtual Machines (VMs)
Storage Systems
Report History
Schedule

s

General Tasks
fkj: Performance Threshold ...
(© Waiting: 0

© InProgress: 0 & Completed: 15 €3 Failed: 3

B okHe MacTepa aHanu3a Heobxoammo BbIbpaTh Iornyeckne ToMma Kotopble 6yayT
NpoaHanN3MpPoBaHbl 1 BPEMEHHOWN MPOMEXYTOK.
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Identify Performance Problems T 0 X
1. Introduction > 2. Target Selection > 3. Overview > 4. Volume > 5. Processor > 6. Cache > 7. Parity Group > B.Drive > 9. Summary

Select the target volumes and the time period to analyze.
Select the storage system type, volume type, and volume location.

Storage system type/volume type (location): HUS100/0F Volume (Internal)

m Select volumes o analyze.
Mo, of selected volumes: 2
Starage systems: HUS130@172.27.2.107
(=) Selectall () Select manually

#: Selected Volumes

Column Settings Rows/page: |

Ext. Storage

Volume Storage System Host File system
[ ge Sy ile sy =

GAD Pair Status | GAD [yO

[] [@oo [ HUS130@1... 192.168.11B.1... Datastore(HU...
L] @o1 [ HUS130@1... 192.168.118.1... Datastore(HL...

Select time period to analyze within 30 days before the current time.

Time Period to Analyze

From | 2015-11-17 [ 21:28 To | 2015-12-02 F 12:42 (Duration: 14 days 15:14, Interval: | Auto * | [Per Day] )

I [@ Response Time
12ms

B.0 ms

4.0 ms

0 ms

I I I I I I
11-05 11-07 11-09 11-11 11-13 11-15 11-17 11-19 11-21

< Back Next >

Pe3ynbTaTOM BbINOJIHEHWUS aHaM3a CTAHET OTYET O COCTOSIHUMN PECYPCOB KOTOPbIE 3a4eACTBOBaHbI
npu obecnevyeHnn fOCTyNa K AMCKOBOMY pecypcy BblbpaHHbIX CEpBEPOB.

[ns aHann3a npobaeM C CUCTEMOI XpaHeHUs B LIeIOM Heo6X0AMMO 3alaTb pacnucaHme
aBTOMATUYECKOr0 CKAHNPOBAHWNSA CUCTEMbI XpaHEeHUs AaHHbIX Ha NpeameT npobsem ¢
MPON3BOAUTENIbHOCTbIO.

Ons 3Toro HeobxoAMMo BbIbpaTh CUCTEMbI XPaHEHUS AaHHbIX, AN KOTOPbIX ByaeT co34aHo
pacnucaHune n HaxaTtb KHornky Create Schedule.
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Hitachi Command Suite 8 HITACHI
- - File Actions Tools Help Logged in as: System | Log Out

— -
L] Resources Analytics Mobility Tasks & Alerts Administration v Search Jo i

Analytics All Storage Systems ?

Logical Groups All Storage Systems

posts

Virtual Machines (VMs) No. of Storage Systems

Storage Systems Mo. of Storage Systems with Warnings MNo. of Storage Systems with Cautions o

+ i All Storage Systems Mo. of Storage Systems with OK Mo. of Storage Systems with Unknown 1

Storage Systems
Create Schedule Run Health Check Analyze MP Blades/Units |l Storage Performance Analysis per Host Selected: 3 of 3
2 Filter m Column Settings Rows/page: 30/~ Iﬁlil Page: 1 E“E

Storage
M g

Analysis Health
4 Model Health Status Start LTS Check L2k & Schedule 2,

System Time End Time viable? Volumes Reports

BN T L [

wow fOw [ [ [relw | |
D e o T ) ER S

Report History
Schedule

e

General Tasks

faj Performance Threshold ...

(© Waiting: 0 € In Progress: 0 & Completed: 15 ) Failed: 3

B okHe MacTe HeobXx0AMMO yKa3aTb BPEMS NMPOBEAEHNS CKAHMPOBAHUS 1 NMPU HEOBXOANMOCTM
3a4aTb 3JIEKTPOHHbIV aipec Ha KOTOpbIN ByayT OTNPaBASTLCA YBELOMIIEHNS.
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Create Health Check Schedule

v Error: Revise the SMTP server host name or IP address setting. Sending of a notification email for the scheduled health check results might have
falled. To send the scheduled health check results by emalil, specify the host name or IP address of the SMTP server. (KAIC16418-E)

To create a schedule, specify the reguired items.

Schedule Name = HC-2

Description: |

Schedule Setting

Schedule Type Interval: Per Hour

(=) Weekly Analysis Date Range: Monday w | to Sunday

() Manthly Execution Time: 03:00 (every Monday)

Mall Setting
(#) Send a notification email
Note: Specify no more than 10 email addresses (separated with commas)

Email Address: | issue@mchus.com Send Test Emall

[v] Attach a Health Check Report

() Do not send a notification emall

Target Storage Systems

Storage Systems

m@m Column Settings |Rows/page: | 5= IEHEl Page: 1 /1 E“EI
u Starage System & Model Serial No. Health Check viable?

[ @@ AMSS00@172.2... @ AMSS500 75010745 (@) This sterage syste...
[] E@HUS130@172.2... HUS130 92250388 (@) This storage syste...

Add J | Remove H Add External Storage Systems J

* Required Field Submit Cancel ?

[na 0TApaBKKU yBeAOMEHWI MO IIEKTPOHHON NoYTe HeO0bX0AMMO 3aaTb HAaCTPOMKN CepBeEpPa
NCXOAALLEN SNEKTPOHHON NMOYThI. 115 3TOro He0bxoAMMO U3MEHUTL KOH(PUIYPaLUMOHHLIN aitn Ha
cepBepe yrnpasneHus.

Ons Microsoft Windows KOHGUrypaunoHHbI hann pacnosiaraeTcs no caegyowemy agpecy:

C:\Program Files
(x86)\HiCommand\DeviceManager\HiCommandServer\config\server.properties

Ina HaCTPONKM HeobxoAMMO 3alaTh CAeyoLLne 3HAYEHNS:

server.properties

# Property used to enable or disable the email notification function
# "true": enabled, "false": disabled
server.mail.enabled=true
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# Property used to set the sender email address.
# [104TOBbLIN ALUMK, OT UMEHU KOTOPOro cuctema byAeT oTrpas/isiTb yBeAOMIEHNS.
server.mail.from=mr_device-managerclanit.ru

# Property used to set the hostname or IP address of the SMTP server.
# AZpec rno4yToBOro cepsepa.
server.mail.smtp.host=smtp.mchus.com

# Property used to set the port number for the SMTP server.
# [NopT no4ToBOro cepsepa.
server.mail.smtp.port=25

# Property used to enable or disable SMTP authentication
# "true": enabled, "false": disabled
server.mail.smtp.auth=false

# Property used to set email notification as the alert type

# "Trap": SNMP Trap alerts only, "Server": Alerts of daemons checking
the component status and configuration version only, "All": Both "Trap"
and "Server" alerts

server.mail.alert.type=Trap

# Property used to set the severity level of alerts sent by email

# Set the lowest severity level among the alerts that are sent by

email.

# Severity levels: "Normal" < "Service" < "Moderate" < "Serious" <
"Acute"

server.mail.alert.status=Moderate

# Specifies the email address to which an undeliverable notification
email is sent

# when a delivery error occurs for an event notification email.

# Aapec Ha KoTopbivi byaeT oTrpaBeHO yBEAOMIEHNE B C/1y4ae BO3ZHUKHOBEHMS OLUMOOK.
server.mail.errorsTo=servicecmchus.com

Mocne BbIMNOJIHEHNS CKAHUPOBAHWA CUCTEMbI XPaHEHWSA MO PacnuCcaHunio Uan B Py4YHOM pexnme
MOXHO nNpocMoTpeTh obuyee cocTtosHne CXI HaxkxaB Ha nose (View Report) B ctonbue Health Status.
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Hitachi Command Suite 8

-— - File Actions Tools Help

HITACHI
Logged in as: System | Log Out
— -
4 Resources Analytics Mobility Tasks & Alerts Administration . Dix

Analytics Public Logical Groups
Logical Groups

?
Public Logical Groups
+ [# Public Logical Groups:

» W Private Logical G
rcl et b el Name Public Loglcal Groups
Mo. of Hosts 22 Mo. of Volumes &

Total Capacity = 36,99 Té Last Refreshed | 2015-12-02 00:10:02

Logical Groups

Identify Performance Problems Selected: 0 of 3
2 Filter m Column Settings Rows/page: 30/~ IE‘El Page: 141 E“EI

Name 4 | Description Health Status Analysis Start Analysls End Last Health-Check
Time Time Date

(@] %MMIIHCT& CTEQ @m’a - - -

O @mge: YUTY MypaLwos @ o [View List) = 2015-11-23 00... 2015-11-29 23... 2015-11-30 03:...

O | [0 0maen uon @OK (View List)  2015-11-2300... 2015-11-29 23...  2015-11-30 03:..

Storage System Health Status Analysis Start Time Analysis End Time

.AMSSUD@I?ZJ?.E.BI GUK \iew Report) = 2015-11-23 00:00:00 2015-11-29 23:55:59

Hosts

Virtual Machines (VMs)
Storage Systems
Report History
Schedule

s

General Tasks

7y Performance Threshold ...

@ waiting: 0 ) In Progress: 0 & Completed: 15 €3 Failed: 3

MpuMep 0THETA O COCTOSHUN CUCTEMbI NPUBEAEH Ha PUCYHKE:
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Health Check Report(AMS500@172.27.2.81) HITACHI

Reports Lid System Total FE IOPS ?
Summary Storage System Total Front-End IOPS

Hardware Status Repo...
™ Cache Utilization
7 Processor Utilization
2 System Total FE I0PS
P System Total FE MB/s 800
2} System Total BE 10PS
600
Top 10 Reports
% Busy Ports by IOPS
B Busy Ports by MB/s
usy PG by FE IOPS
usy PG by FE MB/s
[ Busy PG by BE IOPS

400
200

o
00:00 09:00 18:00 03:00 12:00 21:00 06:00 15:00 00:00 09:00 18:00 03:00 12:00 21:00 06:00 15:00 00:00 09:00 18:00
11-23 11-24 11-25 11-28 11-27 11-28 11-29
Affected Resources Re...
[# Affected Logical Groups Storage System
Selected: 0 of 1
Open- Open- Open- Mainframe-
Model Serlal No. Allocated Unallocated | Reserved Unspecified
Capacity Capacity Capacity Capacity
L .AHSS... 6B5 1044 AMS500 73010745 573TB o ME 0 Me - 4

No. of
Violumes

|_| Storage Average Maximum
System Value Value

Export Report Close -

KpaTkas cnpaBka no otobpa>kaeMon nHompauunu:

e FE IOPS - 4ucno onepauni BBoaa-sbiBoga Ha noptax FC. B cTopoHy cepBepa.

BE IOPS - 4yncno onepauuni BBoga-sbiBoda 0T KoHTpoanepa CXI B CTOPOHY AUCKOB.

B kawe - CLPR - pa3gen Kaw naMaTu. 2 pa3fenia 2 KoHTposuiepa. Y KaXxaoro KoHTpossiepa
€CTb CBOM pa3fen n pasgen Kotopbin oybnmpyeTca co BTOPOro KOHTpoanepa. Kaxxabiin
KOHTPOJI/1Iep MOXKeT CKUAbIBATb U3 K3La (CBOEro MM YYy)KOro) SaHHbIe cepBepy Uan Ha
AVNCKW...

B nopTtax - CTLO - koHTposnepO CTL1 - koHTposnep 1.

Mo Kakum nopTaM paboTaeT Kakas cMCTeMa MOXHO MNOCMOTPeThL B pa3aene Resources -
Storage Systems -» HUS - Volumes - Open-Allocated

CocTosiHMe 3apa4 KOH(hUrypaumum m onoBeLL,eHus o
npobnemax (Task and Alerts)

[lns NpoBEPKM COCTOSIHMA 3a4a4 U 0TCaexusaHma npobnem ¢ obopyaoBaHneM cnyxuT pasaen Task
and Alerts.
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Hitachi Command Suite 8

— - File Actions Tools Help

e ——
4 Resources G E T Mobility Tasks & Alerts

Tasks & Alerts All Tasks

i All Tasks All Tasks
WA Alerts HCS Tasks | System Tasks | HCS Task History

HITACHI

Logged in as: System | Log Out

Administration

oF

7

2 Filter m Column Settings

Storage
l—l Systems ot SEiE

HUS13.. Run Health.. | S.. ()Co..
G400 Allocate Vol... | c... (#)Co...
G400 Edit Labels @) Co..
G400 Unallocate ... | C.. (¥)Co...
G400 Unallocate ... | c.. (@) Falle
G400 Searching L.. | c.. (¥)Co...
G400 Allocate Vol... | c.. (¥)Co...
G400 Allocate Vol... | c... (¥)Co..
G400 Allocate Vol... | c.. (¥)Co...
G400 Allocate Vol... | c...  (¥)Co..
G400 Edit Poal .. ) co..
G400 Unallocate ... | .. (¥)Co...
G400 Allocate Vol... | c... (¥)Co...
G400 Create Pool @) Co..
HUS13.. Run Health.. | S.. &)Co..
G400 Create Pool . (@) Faile
HUS13.. Run Health.. | S.. &)Co..
HUS13.. Run Health ... | 5. (/)Co...

HUS13.. Run Health..  S.. @) Failed

OO00ODOoO0OD0DOoOODD0DoOOoOooDoOOoOooo s

AMS50...  Run Health ... @ Failed

© Waiting: 0 @ In Progress: 0 ) Completed: 15 ) Failed: 3

MepeMmelwreHue pnaHHbiX (Mobility)

“+ Fix Me!

hds, HUS VM, VSP, HUS, AMS2000, userguide, CX[]
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Start
Time

2015-1...

201 5-1..

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

2015-1...

Camplen'
aon Time

2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...
2015-1...

2015-1...

Elapsed
Time

00:02:42
00:00:40
00:00:20
00:00:50
00:00:33
00:01:36
00:02:50
00:03:04
00:04:15
00:02:48
00:02:00
00:00:48
00:04:51
00:03:36
00:00:54
00:00:25
00:00:54
00:00:13
00:00:06

00:00:07

Estimate | Original
d Time Task
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