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NHCTPYKUMUA agMUHUCTPATOPA CUCTEM
xpaHeHusa Hitachi Data Systems AMS 2000

3anyck [IMCKOBOW CUCTEMbl XPaHEHUA

1. Mocne BKAKYEHNS NUTAHNS BCEX MOAYNEN paclumpeHns, ybeaoutech, 4To oba cnnoBbix Kabens
Ha 3afHen cTopoHe 6a30BOro Moaynsa noaka4yeHsl. Ceetoanon «READY» Ha 3agHen naHenun
LLO/KEeH ropeTb 3enéHbiM uBeToM. CBeToaunon «READY» Ha nepefHei naHenn (CM. pUCyHOK
HUXKE) OOJIKEH MUraTb

2. lMepeBeguTe B no3numio «ON» nepekntovatenn «POWER switch» B npaBoOM HUXHEM yriy
nepenHen naHenm 6asosoro moayns. focne 4yero, 3aropATca CBETOANOAbI aKTUBHOCTU Ha
XKECTKMX ANCKax. Yepes HeCKObKO MUHYT ceeToamnon «READY» Ha nepefHen naHenm byneTt
ropeTb, POBHbIM LBETOM, He MUras/

MepenHsas naHesb 6a30B0ro
mMoaysa maccusa AMS2100:

XKECTKUe ANCKK;
CBETOAMOAbI COCTOSAHUS KOHTPOJIJIEPHOr0 MOAYNS;
baTapes pesepBHoro nutaHus (#0 - cnesa, #1 - cnpaga);
naHesib yrpaBieHNs NUTaHNEM.

Ll

1)

LT e
MaHenb cocTosiHMA 6a3oBoro 610ka Maccumea:
e cBeToamon «ALARM»
© BbIKJI. - HOPMaJIbHO€ COCTOSIHNE
o BKJI. - npom3owa ownbka
o MUraeT - npou3sowna owmnbka
e ceetogmopn «Warning»
© BbIKJl. - HOPMaJIbHOE COCTOSIHNE
o BKJI. WX pefKoe MuraHue - He cepbé3Has owmnbka
o BbICTPOE MUraHue (0KoNo 8 pas B CeK.) - NponcxoanT obHOBNEHE MUKPOKOLA MacCuMBa.
e CBETOAMOA FOTOBHOCTU K paboTe
e CBETOAMOA HaNNYUA MUTaAHMNSA
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KoHdpurypuposaHue IMCKOBOU CUCTEMbI XPaHEHUA

HacTpo#ka KoMnbloTepa ynpaBsieHUs 4UCKOBbIM MAacCUBOM

Ans ynpaBneHns yHKUUAMN CUCTEMbI XPaHEHNSA N HAaCTPOMKM NapamMeTpoB HEOBXOAMMO HAaCTPOUTh
ynpasasoLWwmnn KoMnbloTep cnegyowmm obpasom: obpasom:

 ornepauunoHHas cuctema Windows ¢ nocnefHMMN 06HOBEHUAMY
e YCTaHOBUTbL NporpamMMHoe obecnevyeHHee Java Runtime Environment (cokp. JRE) 6,
ANCTPMOYTUB KOTOPOro fosixeH bbiTb CKavyeH ¢ canTa: http://java.com/ru/download/index.jsp
o NepenTun B «NaHesb ynpasieHna» onepaLmoHHON CUCTEMOW, OTKPbITb NaHesb «Java
Control Panel»;
o NepenTn Ha BKNAAKY «Java», Kak NOKa3aHO Ha PUCYHKE HIXe.

E Jawva Control Panel

izeneral | Update Java | Securiby .ﬁ.dvanced|

Java Applek Runkime Setkings

Runtime setkings are used when an applet is executed in the browser,

Java Application Runtime Settings

Runtime setkings are used when a Java application or applet is launched using the
Java Mekbwiork Launching Prokocol (IMLP).

[ O “ Canicel ] Api

e Ha)XkaTb KHOMKY «View» B obnactu «Java Applet Runtime Settings»;
e B nose «Java Runtime Parameters» Beegnte «-Xmx192m», Kak NMoKa3aHo Ha PUCYHKE HUXKeE:
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I Java Runtime Settings E|
Java Runtime Varsions
. Product Mame Wersion Locakion Java Runkime Param...
PrRE [1.6.0_07 [c:\Program Files\Javah., J-#m=192m
[ [0 ] [ Cancel |

<HTML><ul></HTML> <HTML><Ili></HTML><HTML><p></HTML>unHCTannmposaTb NporpamMmMHoe
obecneyeHune «Hitachi Navigator Modular 2». lnsi 3Toro HeobxoaAnMo 3anyCTUTb UCMOJIHAEMbIVA
hann<HTML></p></HTML>

\program\hsnm2 win\HSNM2-nnnn-W-GUI.exe

<HTML><p></HTML>c CD ancka, KOTOpbI MOCTaBASETCSA B KOMIMJIEKTE C MAacCMBOM. B nmeHM
anna «nnnnx» - Bepcna MNO;<HTML></p></HTML><HTML></li></HTML>
<HTML><Ii></HTML>Ha3Ha4ynTb Ha 3TOM ynpasfsioLLeM KoMMbloTepe IP agpec us noacetu
(192.168.0.x);<HTML></li></HTML> <HTML><Ili></HTML>nocpeacTteom Ethernet kabensa CAT-5,
NOAK/MNOYUTL K MEHEKMEHT MOPTY CUCTEMbI

XxpaHeHns; <HTML></li></HTML><HTML></ul></HTML>

HobaBneHne cucrtemol xpaHeHus B MO ynpaBneHus

Mpw nomowm WEB 6pay3epa 06paTnuThCa K agpecy:
http://<IP address>:23015/StorageNavigatorModular/

, roe <IP address> IP agpec ynpaBasowero KoMmnboTepa.

B nosBMBLLEMCS OKHE BBECTMU:

User ID: «system»
Password: «manager»

Ha)xaTb KHOMKY «Login».

B neBomM MeHto BbibpaTb «Arrays». Ha cTpaHuue «Arrays», BblbpaTb MacCUB KOTOPbIV NAAHUPYETCH K
HaCTPOMKE N KJINKHYTb Ha €ro UMeHu;
B nosiBMBLLEMCA OKHE, KaK NMOKa3aHO Ha PUCYHKe HUXKe, BBECTU:

User ID: root
Password: storage

Ha)xaTb KHOMKY «Login».
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Leg in - DF300H_87010011
| Lag in

I Entar tha informadon ta log in the asray.

* zar I ook

¥ Pansnord: TR

* Recuired tield

Lagin: [Sancal

Janee HeobxoaMMO Ha3Ha4YMTb NpaBa NoJsib3oBaTesto root. 114 3Toro nepenTn B pasgen Security u
KNMKHYTb Account Authentication

& - | B witpe182.168.028 12223005/ HiC ommand frame/ Consale

R
Hitachi Storage Mavigator Modular 2 HITACHI
—

q Files Goa Helpa Logged n as: system | close | | Lagsur

- Resource - [ amszio0_szoszess | Security

[mrrays | + [ Comperents AMS2100_BIOE285E > Security

» Admessteaticn v (5 Groues Security

ir Fean
» Seitings v [y Sestings Masss, Description
s Performance y5ece LAA Configurs sscurs LAN

& Alerts & Events At Authantication

Condigure 3o0sant authenbication
» Wyt Lagoing Configure swdit lapping for the srray
lepenTtH B pasaen
Security

HamaTte
Account Authentication

B pa3aene BbibpaTb nosib3oBaTens root n HaxkaTb Edit Account.
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Account Authantication
AMSIL00_DI0SI696 = Sacwnty » Account Authenmtication

JTMETUTL NONY30BaTENA root

HasaTte Edit Account

B OTKpbIBLLEMCS OKHE HAaCTpoeK BblﬁpaTb BCE MYHKTbI, KaK OTMEYEHO Ha PUCYHKE HNXXE N HaXXaTb
OK.

@ Enable
Cinabls

[] Changa the passwoed

Pasaword @
Fram & ta 256 It spacial symbals
e g R gt g S g Y e S S N R N B e, S AT,
b S e e e i L ) |

Ratype
Pa8award | Plagse retype the password.

j P—— ]

Ha cTpaHuue «Arrays» Heo6xoAuMo NoMeTUTb MacCuB, NAaHMPYEMbI K HACTPONKE ranoykon. 3aTem
HaXkaTb KHOMKY «Add Array», BHU3Yy OKHa, 415 3anycka npoueaypbl HACTPONKK MaccuBa. Kak
Moka3aHo Ha pUCYHKe.
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weiivid Ll 5 0o

Mocne nosBneHnsa BCTYNUTENbHOrO OKHa HaxxMnTe KHOMKY «Next». Ha cnepytowien ctpaHuue
BBeauTe B nose «Specific IP Address or Array Name»

ANna KoHTpossiepa 0: 192.168.0.16
ANa KoHTpossiepa 1:  192.168.0.17

Ha»xmute Next.
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HSNM2 - Add Array Wizard HITACHI
s

1. Introduction b 2. Search Array P 2. add array B 4. Finish

Enter the information for array searching.

* Search Method:

Spacific IP Addrass
ar Array Mame: Controller 0 | |

Controller 11 |

Enter the IP Address or array name. Array name can't be mare than 255 characters.

ORange of Range of IPvs
IP Addresses: Address; From: | . | . |

. |
To: I_:

Search [Pve Address autormatically

* Using Ports:
@ Mon-secure Port

D Secure Pork

O Men-secure and Secure Ports(Secure port iz searched at first.)

* Required field

[= Back] [Meut=| [Cancel| |Help |

MepBoHa4YanbHasA HAaCTPOMKA OCHOBHbIX MapaMeTpPoB IUCKOBOW CUCTEMbI
XpaHeHUs

[locTyn K MacTepy nepBoHa4asibHON HAaCTPOMKM MacC/MBa NPOM3BOAMNTCA U3 ITaBHOIMO OKHa
NpPorpamMmsl, Kak nokasaHO Ha PUCYHKE:
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Hitachi Storage Navigator Modular 2 HITACHI

File4 Go4 Helps Logged in as: Marc Cloza | | Logout
Refresh Information ll Help
= Resources L | DrsooH 87010011 DFS800H 87010011
 Arays | + g Components DF800H_87010011
b Administration p @ Groups a
b Settings v [ replication | ol ek 1 s
» f2h Settings | Status @ready Capacity of All LU 80.0GB
+ ¥’ Power Saving Type AMS2100 Raw Capacity of All Drives 17.3TE
v @y Security Serial No. 87010011 Controller 0 172.17.44.184
Add
IP ress
» W Performance Array ID 87010011 Controller 1 172.17.44.185
& Alerts & Events g
| Firmware 0852/a-H
| Common Array Tasks

Follawing menu will help you for typical tasks. For further settings, please use the tree menu.

Initisl Setup Install Licanse
Configura savaeral itams on the aray to Install Licenses of optional functions
make It ready to use. {Program Products)

Create Logical Unit and Mapping Update Firmware
"

Create loglcal unit and mapping easily. - Suodate the control program In the array
<

. from local fila or support wabsite.

loss

Check for Ermors Look at all Arrays
View the Alerts & Events screen and show 'J“E':l Log out this array and go back te the list of
| latest status of the array.

arrays. Then choose another array to
manage.

» Backup Velume
I‘Cupy the selected volume to prevent data

Ana poctyna K MacTepy Heobxoammo BblbpaTb NYHKT «Initial Setup» B obnactn 3agay «Common
Array Tasks». MacTep no3sonsieT 6bICTPO HACTPOUTb OCHOBHbIE NapaMeTpbl, HeobxoanMble ANs
3anycka CX[ B paboTy. MoapobHee:

e «Set up Email Alert» HacTponka onoBeLLeHNA Mo 3NEKTPOHHOW MOYTE;

e «Set up Management Ports» HacTpoika nHTepdencos ynpasaeHns, HeobxoanMo yCTaHOBUTb
cnepyouine 3HavYeHus:

o ans KoHTponnepa 0

* I[P v4 Address: 192.168.0.16;

= IP v4 Subnet Mask: 255.255.255.0;

» IP v4 Default Gateway: 192.168.0.1;
o ONns KoHTponnepa 1

= |IP v4 Address: 192.168.0.17,

= |IP v4 Subnet Mask: 255.255.255.0;

» |P v4 Default Gateway: 192.168.0.1;
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Entar the information for the netrosk setticgs of managsment ports.

Pratoral: (&) Pva (1 TPuE

) use pHCP (@ Set Manually

* [Pwd Address: [f72.17. 4476 |

Controller 0 = [Pv4 Subnet Mask:  [255.255.248.0 |

* IPwvd D&nultﬂnh:m\'lhfll?riﬂ‘-i |

- Negatiston:

O Usa DHCP @ Sat Marually

= 1Pu4 Addrass: [172.17 8437 |

Controller 1| | * 1Pus Subnet Mask:  [255.255.248.0 |

* 1Pv4 Default Gateway: [172.1740.1 |

—

* Reguired field

(Sback] (Hestz) (Sancel) (Aele] .

e «Set up Host Ports» HacTpolika napamMeTpoB NOPTOB MOAKJIOYEHNS Y3108, HEOHXOANMO BHECTY
cnenyoLine n3MeHeHus:

o PortOA:

» Transfer Rate: 4Gb/s;

= Topology: Point - to - Point;
o PortlA:

= Transfer Rate: 4Gb/s;

= Topology: Point - to - Point;
o PortOB:

» Transfer Rate: 4Gb/s;

= Topology: Point - to - Point;
o PortlB:

» Transfer Rate: 4Gb/s;

= Topology: Point - to - Point;
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-,

HITACHI

Ertar tha Infoemation for the host poris.

e “por rderss: foovomr |
Porton * Traste sat! [ ] Portia * Tarster v (s 9]
* Toselogy: ' “Topology: [peimeee-beme
" - il ——a=
PartdB -tnruf-rrum PortiB *Tr-nﬂ-rmuu
® Tepalegy: Laap i * Tapalogy: Lssg
S ] ==
Port®C * Transfer Rate PortlC * Transfer Rate:
SN Bl =
Parl0D  * Transfer Rate: PortiD  * Transfer Aate:
* Raguired fisld

(xBack] [Hawez] [Cancel] [Haip] .

«Set up Spare Drive» HaCTpoMKa NapaMeTpoB AUCKOB ropsiyent 3aMeHbl, He0bX0AMMO BHECTU
cnefyowmne N3MeHeHns:

e OUNCKK ropsayen 3ameHbl SATA: 1 wT.
e ONCKW ropsyen 3ameHbl SAS: 1 WT.
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|HSNM‘2 - Setup Array Wizard HITAGHT

1. Introducton k 2. Set up E-mail Alert b 2. Sat up Management Ports B 4, Sat up Host Ports b 5. Sat up Spare Driva ¥ 6. Set up Date & Time
F 7. Confirm
8. Finish
Salact spara drive in availabls drives. Instead of & broken drive of RAID group, = spare drive use to keag RAID laval. It Is neacessary bo sams drive typa (SAS or SATA] and
mara capacdty of = brokan drival
SR B e vailable Drives |
| Rows{Paged 25 1| i Page.  ofd (o0 1 |
[ M | Trays Crive Drive Type Drive Capacity "'
O oo 10 585 30050 |
| ] | oo 11 sas 20068
O oo 12 SAS 300GE
[ [l oo 13 sas 200EE
0 oo 14 SAS 300GE |
| F] e o0 SATA 'TE
0 o 01 SATA LTE
: FI1 | od oz SATA iR
| O m o3 SATA LTE |
| 04 SATA LTS
] | ot os SATA LTE
Fl | e 0s SATA LTB
0 o o7 SATA ITE
Fl a6 08 SATA LTE
B o1 03 SATA 1B
| A o 13 SATR LB b |
F | 11 SATA ITB
(] | o iz SATA T al
| 4
[=Bace| [Heste| [Cancel| [T_h.]

«Set up Date & Time» - HacTpovka napameTpoB AaTbl N BPEMEHU.

MNoaTBep)XAeHne HacTpoek

NMpepnocTaBneHue AUCKOBOro pecypca IMCKOBOW CUCTEMbl XpPaHEeHMS

MpoLecc npeaoCcTaBAeHNst [UCKOBOI0 Pecypca CUCTEMbl XPaHEeHUS JaHHbIX pa3aenseTcs Ha
HECKOJIbKO MocC/ief0BaTe/IbHbIX 3TaMnoB, ONMUCAHHBLIX HUXe. 1S peannsaunm 3Ton hyHKLUN
HeobX0MMO CO34aHNE OCHOBHBIX JIOTMYECKUX CTPYKTYP:

e RAID - rpynn (RAID group);
e sjornyeckux TomoB (LU) n cooTBeTCTBEHHO NX ngeHTudmkatopos (LUN);
e rpynn-y3nos (Host Group).

Jlornyeckue pasgens! (LUN), Ha KOTOpbIX XpaHATCSA AaHHble, 6a3upyoTcsa Ha onpegesieHHoM Habope
ANCKOB MaccmBa - ANCKoBbIX RAID-rpynnax.

Co3paHue RAID-rpynnbl

Ona cospaHua RAID-rpynnel cnegyet B okHe RAID Groups, KnnkHyTb - CreateRG. B pesynbTaTte
O0TKpOeTCH Ananorosoe okHo co3fnaHus RAID-rpynn. B 3ToM okHe BblbupaeTcs TUN XeCTKUX AUCKOB,
NX K0N1-B0, KOMBMHauwms RAID (CM.pUCYHOK HuXe).
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¥ Resource
Arrays |
P administration

F Settings

© [ ams2s00_e70s0373 4| Logical Units
» [ Components AMS2SDD_B7050373 AMS1 > Groups > Logical Units
= m Groups
&) Host Groups
» [ settings
» iy Security
» | Performance

2 slerts & Evants Create RAID G roup [Help)

| OP Pools

Enter the infermation for the RAID group to be crested,

= RAID Group: jo11
From 0 to max (array model type dependent)

RAID Level: RAIDS :_-r'I
Combination: ]4p.up '.I

* Nurnber of 1
Parity Groups: o 1 ee max {bazed on drive count)

Dirivas! . )

0 sutometic Selection: Dirive Typs: m
Drive Capacity! [30008 =

" Manual Selection: 4 13
ows/Paged z5 <] | ||| i Pagel o
[T Tray= HDU Drive Type Statu:
|| T ] 08 SAS (I00GE) Maunte. vlﬂ

" 1 = < i | ]
[ Pane [T N ocalintranet Fa~ Xz - s

1 Arrays

- {8 amszaoo_sso1z:4s | Logical Units
» (B Componants AMS2300_85012345 > Groups > Logical Units
= [ Groups
Fy Host Groups
» [ Replication
v [ Settings " N Capacity
v % Power Saving I: J Tatal  Free 1 i
» @y Security =T RATDS(4D+IP) 128,068 120.068 SAS RG Expansion

B Performance = ) 120.008  126.0a8 SAS G Expansion
& Alerts & Events 2

- and e ) hangs Briangy N[ = cos v aneion | (et (- o7
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MNocne co3paHua RAID-rpynn nepexoguTte K NyHKTY CO34aHWSA JIOTMYeCKUX TOMOB.
Co3paHue nornyeckoro pasaena (LUN)

Ina co3paHuna normyeckoro pasgena (LUN) Heobxoammo B okHe LogicalUnits, Ha)kxaTb KHOMKY
CreatelLogicalUnit. B pe3ynbTaTe 0TKpOETCA AMANOrOBOE OKHO CO34aHNS NOrMYECKOro pasgena, Kak
MOKa3aHO Ha PUCYyHKe HMXe. B 3ToM okHe BbibupaeTcs paHee co3gaHHas RAID-rpynna Ha KoTopon
6yneT 6a3npoBaTbCs co3naBaembli LUN, 3apaetcs ungposon naeHtugumkatop LUN n ero obvem.

HSNM2 HITACHI
e —
Create Logical Unit (Help)

i Logical Unit Property

Enter the information for logical unit to be created.

i Basic iLAdvancedJ

Type ! (® RAID Group

OP Poaol

RAID Group/DP Pool oo W

Mumber !

* LUN |PDDD_ - |

Frarn O to max fdlﬁlnd on &ach array raodal)

* Capacity @ I RG ALL
In the case of RAID group :
From 1MB/GB/TES/Block to max [depending on the amount of free space)
Select ALL to assign the maxirmurn free space in the selected RAID group.
Select RG ALL to aszign all free space for the selected RAID group.

In the case of DP pool ¢
From 32MB to max

* Required field

[_C'_KJ [Can:er

Co3paHHble ToMa oTobpaXxkatTcs B MHTepdence.
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Hitachi Storage Navigator Modular 2 HITACHI
i 4 Go4 Help+ Log In as: system | Cless | | Legout
= Resource - [ AMS2300_85012345 Logical Units
(Areays | v [ Companents AMSZI00_E5012345 » Groups = Loagical Units
* Administration = @ Groups
b Settings - I Lagical Units || RAID Groups || DP Fools
“fy Host Groups = — —— : — .
» @ Repiction — . LU RS N e
k m‘ Settings r Consumed RAID DP Stripe Cac
v % Power Saving 0O LMo Capacity Capacity Group PFool RAID Level Size Par
v [y Security O f=Joooo s0.0MB WA 000 iy RAIDS(4D+1P)  256KB 0o
k E& Ferformance [l Jeooil So.oMe WA aoo NF& RAIDS(4D+1P)  29£KB aa
& Alerts & Events O [=Joooz so.oMe WA a0 WA RAIDS(4D+1P)  256KB oo
[0 (=jpona so.ome WA 001 Nfa RAIDS(4D+1F)  296KB (o]
O f=looos s0.0MB WA 001 A RAIDS{4D+1P)  236KB 0o
o [ — e - I LK
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Mocne cozpaHuma RAID-rpynn v NOrmnyeckmMx TOMOB NEPEXOANTe K NMYHKTY CO34aHNA U KOHQUrypaLumnm
rpynmn-y3nos.

Co3paHue M KOHGUrypauus rpynn y3nos

0N Toro 4Tobbl CO3AaHHbIA IOrMYeCKU pasfen NpesoCcTaBuUTb B N0Jib30BaHWe, onpegesieHHoMy
cepsepy (y3ny), Heobxoanmo Bknto4nTb LUN 1 SAN WorldWideName (WWN) FC nopTa cepsepa B
oaHy n3 Host-rpynn. Maccus cpaBHuBaeT WWN ceBepa ¢ Tabauuen rpynn y3s0B 1 B 3aBUCUMOCTH OT
YCTaAHOBJIEHHbIX NapaMeTpPOB NPefoCTaBAsSET WM HET JOCTYN K OnpefesieHHOMY JIOrM4yeCKomy
ANCKY.

MpenBapuTenbHO peKoMeHayeTcs, Ho He TpebyeTcs, Bnncate Bce WWN cepeepos B Tabnuuy.

e [1ns co3maHus Host-rpynnbl cneayeT B okHe Host, HaxkaTb KHonky CreateHostGroup.
e B pe3y/ibTaTe OTKPOETCA ANANIOroBOEe OKHO CO3AaHMUA HoSt-rpynnbl, Kak NoKa3aHo Ha PUCYHKe
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¢ B okHe BbibnpatoTcs BHewHme Front-end nopTel Maccusa, agpeca WWN FC nopToB cepBepa 1
Ha3HavYaeMblin nornyecknin pasagen (LUN).
e Co3panTe BCe HeobxoauMble rpynmnbl
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